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Abstract

An important reason for companies to introduce vendor managed inventory programs is to eliminate distribution inefficiencies occurring due to the timing of customers’ orders. By managing their customers’ inventories suppliers may be able to reduce demand variability and therefore distribution costs. We develop technology to measure the effectiveness of distribution strategies. Popular practical performance measures, such as volume delivered per mile, are effective in measuring relative performance, but inadequate to measure absolute performance. We develop a methodology that allows the computation of tight lower bounds on the total mileage required to satisfy customer demand over a period of time. As a result companies will be able to gain insight into the effectiveness of their distribution strategy.

1 Introduction

Vendor managed inventory resupply (VMI) has become a popular strategy to reduce inventory holding and/or distribution costs. In environments where VMI partnerships are in effect, the vendor is allowed to choose the timing and size of deliveries. In exchange for this freedom, the vendor agrees to ensure that its customers do not run out of product. In a more traditional relationship, where customers call in their orders, large inefficiencies can occur due to the timing of customers’ orders, i.e., high inventory and high distribution costs. By employing VMI partnerships companies may be able to reduce demand variability and therefore their inventory holding and distribution costs. Realizing the cost savings opportunities of VMI partnerships, however, is not an easy task, particularly with a large number and variety of customers. The inventory routing problem (IRP) seeks to do exactly that: determining a distribution strategy that minimizes long term distribution costs. A large body of literature on the IRP exists; Campbell et al. [3] and Kleywegt et al. [5], among others, contain an overview of the major research activities in this area.

In this paper, we do not focus on developing distribution strategies, but instead on measuring the effectiveness of distribution strategies. A popular performance measure used in practice to evaluate distribution strategies in an environment where VMI partnerships are in effect is the volume delivered per mile or volume per mile for short. As the volume
that needs to be delivered by the vendor over a given period of time is determined by
the total usage of its customers, and not under the control of the vendor, the vendor
strives to minimize the total mileage required to deliver product. However, volume per
mile by itself is not a meaningful number, because it is impacted by many factors, such as
the geography of customer locations and customer usage patterns, but it is valuable for
comparing performance in consecutive periods of time. If a company has a stable customer
set and customer usage patterns do not fluctuate much, then an increase (decrease) in
volume per mile indicates that distribution planning is improving (worsening).

The above discussion shows that volume per mile is a useful measure for monitoring
relative distribution strategy performance. However, volume per mile cannot be used
to determine, in an absolute sense, the quality of a distribution strategy. We develop
a methodology that allows the computation of tight lower bounds on the total mileage
required to satisfy customer demand over a period of time (and thus upper bounds on
volume per mile). As a result companies will be able to gain insight into the effectiveness
of their distribution strategy.

The remainder of the paper is organized as follows. In Section 2 we present a simple
bound on the minimum total mileage required to satisfy customer demand. In Section 3
we analyze two 2-customer examples. The analysis reveals a crucial insight that forms
the basis for the methodology developed and discussed in Section 4. In Section 5, we
present a variety of computational experiments conducted with real-life data to evaluate
our proposed methodology. Finally, in Section 6, we discuss other potential uses of the
technology developed.

2 A Simple Bound

Consider the following variant of the inventory routing problem. A single product has
to be distributed from a single facility to a set \( I \) of \( n \) customers over a period of time
of length \( T \). Each customer \( i \in I \) has the capability to maintain a local inventory of
product up to a maximum of \( C_i \). In the period of interest customer \( i \) consumes an amount
\( u_i \) of product. A fleet of homogeneous vehicles, with capacity \( Q \), is available for the
distribution of the product. We assume an unlimited supply of product and an unlimited
number of vehicles in the fleet. We denote the travel distance between two locations
\( i \) and \( j \) by \( t_{ij} \). The objective is to obtain an accurate estimate of the minimum total
mileage required to satisfy customer demand. Observe that when \( C_i \geq Q \ \forall i \in I \), then the
optimal distribution strategy is to always deliver a full truck load to a customer right when
the customer’s storage tank becomes empty. The resulting total distance is \( \sum \limits_{i \in I} \frac{u_i}{Q} 2t_{0i} \),
where \( 0 \) denotes the plant. Therefore, a simple lower bound on the minimum total mileage
required to satisfy customer demand is obtained by simply assuming that all customers’
storage capacities are greater than the truck capacity, i.e.,

$$\sum_{i \in I} \frac{u_i}{Q} 2t_{0i}.$$ 

This results in the following simple upper bound on volume per mile

$$\frac{\sum_{i \in I} u_i}{\sum_{i \in I} \frac{u_i}{Q} 2t_{0i}}.$$

3 Towards an Improved Bound

In practice, deliveries to customers with storage capacity less than the truck’s capacity, i.e., $C_i < Q$, are usually combined with other deliveries to ensure a high utilization of the truck’s capacity. The analysis of the two 2-customer examples presented below suggests how to incorporate varying storage capacity at customers in the calculation of a lower bound on the minimum total mileage required to satisfy customer demand.

3.1 Example 1

Consider the distribution environment depicted in Figure 1, i.e., a single plant and two customers.

![Figure 1: Two customer configuration of Example 1](image-url)
In this example, \( LB_1 = \frac{u_1}{Q} 2t_{01} + \frac{u_2}{Q} 2t_{02} \). Since \( C_2 < Q \), whenever a truck goes to Customer 2 with full truck load, \( Q - C_2 \) of product is left in its tank. Note that \( t_{02} = t_{01} + t_{12} \) in this example. The leftover product can be used to satisfy the need for product of Customer 1 at no extra cost. To deliver \( u_2 \) to Customer 2, at least \( \frac{u_2}{C_2} \) deliveries have to be made. Therefore, at least \( \frac{u_2}{C_2} (Q - C_2) \) leftover product is available for Customer 1. Two cases have to be considered: (1) the leftover product is sufficient to satisfy Customer 1’s needs, and (2) the leftover product is insufficient to satisfy Customer 1’s needs. Let \( D^* \) denote the best possible lower bound on the minimum total mileage required to satisfy customer demand.

**Case 1**: If \( \frac{u_2}{C_2} (Q - C_2) \geq u_1 \), then

\[
D^* = \frac{u_2}{C_2} 2t_{02}.
\]

**Case 2**: If \( \frac{u_2}{C_2} (Q - C_2) < u_1 \), then

\[
D^* = \frac{u_2}{C_2} 2t_{02} + \frac{u_1 - \frac{u_2}{C_2} (Q - C_2)}{Q} 2t_{01}.
\]

For Case 2, we sent full trucks to Customer 1 to satisfy the remaining product need, i.e., \( u_1 - \frac{u_2}{C_2} (Q - C_2) \).

**Observation 1.** The delivery patterns used in the best possible lower bound are among \((Q, 0), (Q - C_2, C_2), \) and \((0, C_2)\).

### 3.2 Example 2

Consider the distribution environment depicted in Figure 2, i.e., a single plant and two customers. In this example, \( LB_1 = \frac{u_1}{Q} 2t_{01} + \frac{u_2}{Q} 2t_{02} \). Since \( C_1 < Q \), whenever a truck goes to Customer 1 with full truck load, \( Q - C_1 \) of product is left in its tank. So if this leftover product is used to satisfy product need of Customer 2, \( \frac{Q}{Q - C_1} \) trips with leftover product are necessary to deliver \( Q \). Whenever leftover product is delivered to Customer 2, \( t_{12} + t_{02} - t_{01} \) additional miles are incurred. Therefore, the travel distance incurred to deliver \( Q \) to Customer 2 with leftover product from Customer 1 is \( \frac{Q}{Q - C_1} (t_{12} + t_{02} - t_{01}) \). The travel distance incurred to deliver \( Q \) to Customer 2 directly from the plant is \( 2t_{02} \). Consequently, if \( \frac{Q}{Q - C_1} (t_{12} + t_{02} - t_{01}) < 2t_{02} \), it is better to use leftover product at Customer 1 to satisfy the product need of Customer 2. For the remainder, assume that this is the case, i.e., \( \frac{Q}{Q - C_1} (t_{12} + t_{02} - t_{01}) < 2t_{02} \). Two cases have to be considered: (1) the leftover product is sufficient to satisfy Customer 2’s needs, and (2) the leftover product is insufficient to satisfy Customer 2’s needs.

**Case 1**: If \( \frac{u_1}{C_1} (Q - C_1) \geq u_2 \), then

\[
D^* = \frac{u_2}{Q - C_1} (t_{01} + t_{12} + t_{02}) + \frac{u_1 - \frac{u_2}{Q - C_1} C_1}{C_1} 2t_{01}
\]
Case 2: $\frac{u_1}{C_1}(Q - C_1) < u_2$, then

$$D^* = \frac{u_1}{C_1}(t_{01} + t_{12} + t_{02}) + \frac{u_2 - \frac{u_1}{C_1}(Q - C_1)}{Q}2t_{02}.$$  

Observation 2. The only delivery patterns used in an optimal solution are among $(C_1, 0)$, $(0, Q)$, and $(C_1, Q - C_1)$.

The two observations above form the basis for the methodology developed to compute improved bounds on the minimum total mileage required to satisfy customer demand.

4 An Improved Bound

Define a feasible delivery pattern $P_j = (d_{j1}, d_{j2}, ..., d_{jn})$ to be a delivery pattern that satisfies $\sum_{i \in I} d_{ji} \leq Q$ and $0 \leq d_{ji} \leq C_i \forall i \in I$. Let $\delta(P_j) = \{i \in I : d_{ji} > 0\}$ denote the set of customers visited in delivery pattern $P_j$. The cost of delivery pattern $P_j$, denoted as $c(P_j)$, is the value of an optimal solution to the traveling salesman problem involving the plant and the customers in $\delta(P_j)$. Let $\mathcal{P}$ be the set of all feasible delivery patterns and let $x_j$ be a decision variable indicating how many times delivery pattern $P_j$ is used. Then the optimal objective function value of the following linear program, called the pattern selection LP, provides a lower bound on the total mileage required to satisfy customer
demand

\[ D^* = \min_{j:P_j \in P} \sum_{j:P_j \in P} c(P_j)x_j \]

s.t. \[ \sum_{j:P_j \in P} d_{ji}x_j \geq u_i, \quad \forall i \in I \]

\[ x_j \geq 0 \]

There are two major obstacles to using this linear program:

- The number of feasible delivery patterns is prohibitively large.
- The calculation of the cost of each delivery pattern involves the solution of a traveling salesman problem.

In the remainder of this section we discuss how these obstacles can be handled in practice. (We will assume throughout that distances satisfy the triangle inequality.)

We will start by showing that a much smaller set of delivery patterns can be considered when solving the linear program (an insight resulting from the analysis presented in the previous section).

**Definition 1.** (Base Pattern) A feasible delivery pattern \( P \) is a base pattern if at most one customer, say \( k \), in \( \delta(P) \) receives a delivery quantity less than \( \min(C_k, Q) \), and, in that case, the delivery quantity is \( Q - \sum_{i \in \delta(P) \setminus \{k\}} C_i \).

The base patterns can be divided into two classes:

1. \( \sum_{i \in \delta(P)} C_i \leq Q \) so that \( d_i = C_i \forall i \in \delta(P) \), and
2. \( \sum_{i \in \delta(P)} C_i > Q \) so that there exists one customer, say \( k \), with \( d_k = Q - \sum_{i \in \delta(P) \setminus \{k\}} C_i \) and \( d_i = \min(C_i, Q) \forall i \in \delta(P) \setminus \{k\} \).

**Theorem 1.** The base patterns are sufficient to find an optimal solution to the Pattern Selection LP.

**Proof.** Case 1. A feasible pattern \( P \) with \( \sum_{i \in \delta(P)} d_i < Q \).

Suppose \( \sum_{i \in \delta(P)} C_i < Q \). Then there exits a base pattern \( P' \) with \( \delta(P) = \delta(P') \) and \( d_i' = C_i \forall i \in \delta(P) \). Because \( c(P) = c(P') \) and \( d_i \leq d_i' \forall i \in \delta(P) \), we can replace \( P \) in any optimal solution by \( P' \). Suppose \( \sum_{i \in \delta(P)} C_i > Q \). Then there exits a pattern \( P' \) with \( \delta(P) = \delta(P') \), \( d_i' \geq d_i \forall i \in \delta(P) \), and \( \sum_{i \in \delta(P')} d_i' = Q \). Because \( c(P) = c(P') \) and \( d_i \leq d_i' \forall i \in \delta(P) \), we can replace \( P \) in any optimal solution by \( P' \). Such patterns are covered in Case 2.
Case 2. A feasible pattern $P$ with $\sum_{i \in \delta(P)} d_i = Q$.
We will show that such a pattern can be represented by a convex combination of base patterns with $\delta(\cdot) \subseteq \delta(P)$ (which implies that $c(\cdot) \leq c(P)$). Consider a feasible pattern $P$ with $\sum_{i \in \delta(P)} d_i = Q$. Without loss of generality, assume that $\delta(P) = \{1, 2, \ldots, m\}$. Let $\{P_1, P_2, \ldots, P_n\}$ be the set of base patterns with $\delta(\cdot) \subseteq \delta(P)$. Let $A$ be the $(m+1) \times n_p$ matrix in which the $j$th column is $(d_{j1}, d_{j2}, \ldots, d_{jm}, 1)^T$. (Where $d_{ji}$ is pattern $P_j$’s $i$th element.) Let $b^T = (d_1, d_2, \ldots, d_m, 1)$. We have to show that the linear system $Ax = b$, $x \geq 0$ has a feasible solution. We do so using Farkas’ Lemma.

Farkas’ Lemma. A linear system $Ax = b$, $x \geq 0$ has a feasible solution if and only if $yb \geq 0$ for each $y$ with $yA \geq 0$.

Suppose $yb < 0$ for some $y$ with $yA \geq 0$. Without loss of generality, we assume $y_1 \geq y_2 \geq \cdots \geq y_m$. Then there exists a base pattern $P'$ such that $d'_i = \min(C_i, Q)$ for $i \in \{l + 1, l + 2, \ldots, m\}$, $d'_i = Q - \sum_{i=l+1}^m \min(C_i, Q)$, and $d'_i = 0$ for $i \in \{1, 2, \ldots, l - 1\}$. Since $(d'_1, d'_2, \ldots, d'_m, 1)^T$ is a column of $A$, we have $\sum_{i=1}^m d'_i y_i + y_{m+1} \geq 0$. Now, since $\sum_{i=1}^m d_i = \sum_{i=1}^m d'_i = Q$ and $P$ is a feasible pattern, $\sum_{i=1}^m d_i \leq \sum_{i=1}^m d'_i \forall k \in \{1, 2, \ldots, m\}$. Therefore, $\sum_{i=1}^k d_i \geq \sum_{i=1}^k d'_i \forall k \in \{1, 2, \ldots, m\}$. Thus $\sum_{i=1}^k (d_i - d'_i) \geq 0$ for $k \in \{1, 2, \ldots, m - 1\}$ and $\sum_{i=1}^m (d_i - d'_i) = 0$. Since $y_i \geq y_{i+1}$, we have $\sum_{i=1}^k (d_i - d'_i) y_k \geq \sum_{i=1}^k (d_i - d'_i) y_{k+1} \forall k \in \{1, 2, \ldots, m - 1\}$. Since $\sum_{i=1}^m (d_i - d'_i) = 0$, we have $\sum_{i=1}^m (d_i - d'_i) y_m = 0$. By summing these inequalities, we obtain $\sum_{i=1}^m (d_i - d'_i) y_i \geq 0$. But then $\sum_{i=1}^m d'_i y_i + y_{m+1} \leq \sum_{i=1}^m d_i y_i + y_{m+1} = yb < 0$, a contradiction. \hfill \Box

Now that we have significantly reduced the number of delivery patterns, we turn our attention to the number of customers visited in a delivery pattern as that impacts the effort required to compute the cost of a delivery pattern.

For any natural number $k$, let $C'_i = \frac{Q}{k}$ if $C_i < \frac{Q}{k}$ and $C'_i = C_i$ if $C_i \geq \frac{Q}{k}$. Observe that with these modified storage capacities a base pattern contains at most $k$ customers. Let $LB_k$ denote the optimal value of the pattern selection LP with base patterns based on the modified storage capacities. It is easy to see that $LB_k$ provides a lower bound on $D^*$ for every $k$ and that $LB_1 \leq LB_2 \leq LB_3 \leq \ldots$. Finally, when $\frac{Q}{k} \leq \min\{C_1, C_2, \ldots, C_n\}$, then $LB_k = D^*$. Note that the simple bound discussed in Section 2 is equal to $LB_1$.

For any natural number $k$, we can also compute an upper bound $UB_k$ on $D^*$ as follows. We let $UB_k$ be the optimal objective function value of the pattern selection LP in which we only consider base patterns with at most $k$ customers. It is easy to see that $UB_1 \geq UB_2 \geq UB_3 \geq \ldots$ and that when $k \geq \left\lceil \frac{\min\{C_1, C_2, \ldots, C_n\}}{\min\{C_1, C_2, \ldots, C_n\}} \right\rceil$, then $UB_k = D^*$.

Our computational experiments have shown that tight bounds on $D^*$ are already obtained for values $k = 3$ and $k = 4$, in the sense that the gap between $LB_k$ and $UB_k$ is very small (for the data sets of interest to us). Furthermore, for values $k = 3$ and $k = 4,$
the traveling salesman problems that have to be solved involve at most 4 and 5 cities, respectively, and thus can be solved relatively easily by enumeration.

Our initial computational experiments have also shown that even though we have significantly reduced the number of delivery patterns in the pattern selection LP by restricting ourselves to base patterns, as the number of customers increases - especially the number of customers whose storage capacities are small - the number of base patterns increases rapidly. For example, for one of our larger instances with 194 customers, 22,575,528 base patterns were generated to compute $UB_4$. Even when using carefully designed memory-efficient implementations, the memory requirements become excessive. To be able to handle such large instances (and even larger ones) effectively, we have developed two additional techniques.

So far, we have only exploited feasibility considerations to reduce the set of delivery patterns that need to be considered. Next, we will show how optimality considerations can be exploited effectively to reduce the set of delivery patterns that need to be considered. Consider a base pattern $P = \{d_1, d_2, \ldots, d_n\}$, all base patterns $P_j$ visiting a subset of the customers in $\delta(P)$, and the following linear program, called the dominance LP,

$$
z = \min_{\{j: \delta(P_j) \subseteq \delta(P)\}} \sum c(P_j) \lambda_j$$

s.t. $$
\sum_{\{j: \delta(P_j) \subseteq \delta(P)\}} d_{ji} \lambda_j \geq d_i, \quad \forall i \in \delta(P)
$$

$$
\lambda_j \geq 0
$$

If $z \leq c(P)$, then the base patterns with $\lambda_j > 0$ collectively dominate the base pattern $P$ and base pattern $P$ can be eliminated from the pattern selection LP. However, even though the size of a dominance LP is small, setting up and solving it for every base pattern to determine if the base pattern is dominated is computationally prohibitive. Therefore, we rely on easily computable upper bounds on the optimal value of a dominance LP for dominance testing; if $z \leq z_{UB} \leq c(P)$, where $z_{UB}$ denotes an upper bound on $z$, then the base pattern $P$ is dominated and can be eliminated. We compute upper bound $z_{UB}$ by restricting our attention to carefully selected subsets of patterns.

To illustrate, consider a base pattern $P = \{C_1, C_2, C_3, d_4\}$ with $d_4 < C_4$. (Note that this implies that $C_1 + C_2 + C_3 + d_4 = Q$.) If one of the following three conditions is satisfied for $P$, then $P$ is dominated:

**Condition 1:** $c(P) \geq c(P_{123}) + \frac{d_4}{\min\{Q, C_4\}} c(P_4)$ where $P_{123} = \{C_1, C_2, C_3, 0\}$ and $P_4 = \{0, 0, 0, \min\{Q, C_4\}\}$.

**Condition 2:** $c(P) \geq \left(1 - \frac{d_4}{d_{14} + d_{24} + d_{34}}\right) c(P_{123}) + \frac{d_4}{d_{14} + d_{24} + d_{34}} (c(P_{14}) + c(P_{24}) + c(P_{34}))$.
where \( d_{14} = \min\{ Q - C_1, C_4 \} \), \( d_{24} = \min\{ Q - C_2, C_4 \} \), \( d_{34} = \min\{ Q - C_3, C_4 \} \), \( P_{123} = \{ C_1, C_2, C_3, 0 \} \), \( P_{14} = \{ C_1, 0, 0, d_{14} \} \), \( P_{24} = \{ 0, C_2, 0, d_{24} \} \), and \( P_{34} = \{ 0, 0, C_3, d_{34} \} \).

**Condition 3:**

\[
c\left( P \right) \geq \left( 1 - \frac{2d_{124}}{d_{124} + d_{134} + d_{234}} \right) c(P_{123}) + \frac{d_{24}}{d_{124} + d_{134} + d_{234}} \left( c(P_{124}) + c(P_{134}) + c(P_{234}) \right)
\]

where \( d_{124} = \min\{ Q - C_1 - C_2, C_4 \} \), \( d_{134} = \min\{ Q - C_1 - C_3, C_4 \} \), \( d_{234} = \min\{ Q - C_2 - C_3, C_4 \} \), \( P_{123} = \{ C_1, C_2, C_3, 0 \} \), \( P_{124} = \{ C_1, C_2, 0, d_{124} \} \), \( P_{134} = \{ C_1, 0, C_3, d_{134} \} \), and \( P_{234} = \{ 0, C_2, C_3, d_{234} \} \).

The effectiveness of these simple dominance tests is demonstrated by the results presented in Table 1. The table shows the number of base patterns before and after applying the dominance tests.

Table 1: Effect of dominance tests

<table>
<thead>
<tr>
<th>Instance</th>
<th>n</th>
<th>before</th>
<th>after</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>136</td>
<td>5,015,046</td>
<td>3,029,980</td>
</tr>
<tr>
<td>2</td>
<td>106</td>
<td>4,488,526</td>
<td>3,395,575</td>
</tr>
<tr>
<td>3</td>
<td>157</td>
<td>7,665,722</td>
<td>4,336,466</td>
</tr>
<tr>
<td>4</td>
<td>129</td>
<td>7,579,201</td>
<td>5,381,540</td>
</tr>
<tr>
<td>5</td>
<td>169</td>
<td>9,086,385</td>
<td>5,420,907</td>
</tr>
<tr>
<td>6</td>
<td>147</td>
<td>15,180,701</td>
<td>8,838,137</td>
</tr>
<tr>
<td>7</td>
<td>157</td>
<td>14,471,228</td>
<td>8,975,615</td>
</tr>
<tr>
<td>8</td>
<td>194</td>
<td>22,575,528</td>
<td>16,640,122</td>
</tr>
</tbody>
</table>

Next, we observe that a pattern selection LP has a large aspect ratio, i.e., a large ratio of number of columns to number of rows. Linear programs with large aspect ratios occur frequently when set partition or set covering formulations are used to model practical situations, for example in air crew scheduling applications. Specialized linear programming solvers exploiting the fact that most variables will have a zero value in an optimal solution have been developed for such problems. In the CPLEX linear optimization system, the specialized linear programming solver for high aspect ratio linear programs is the sifting optimizer. The sifting optimizer solves an LP with only a subset of the variables (assuming a zero solution value for each of the remaining variables). From the solution to this partial LP, the reduced costs of the remaining variables can be computed. Variables with reduced costs less than zero are added to the partial LP, the partial LP is resolved, and the process repeats. If no negative reduced cost variables exist, then the current solution is an optimal solution to the full problem. (This approach was first introduced by IBM under the name SPRINT approach [1].) Table 2 shows a comparison of cpu times for the CPLEX linear optimizer and the CPLEX sifting optimizer on some of the larger instances of the pattern selection LP.
Table 2: Effect of sifting optimizer

<table>
<thead>
<tr>
<th>Instance</th>
<th>n</th>
<th># of patterns</th>
<th># of iterations</th>
<th>default(sec)</th>
<th>sifting(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>136</td>
<td>3,029,980</td>
<td>5</td>
<td>85.66</td>
<td>77.09</td>
</tr>
<tr>
<td>2</td>
<td>106</td>
<td>3,395,575</td>
<td>5</td>
<td>167.15</td>
<td>94.07</td>
</tr>
<tr>
<td>3</td>
<td>157</td>
<td>4,336,466</td>
<td>6</td>
<td>118.37</td>
<td>121.34</td>
</tr>
<tr>
<td>4</td>
<td>129</td>
<td>5,381,540</td>
<td>6</td>
<td>308.44</td>
<td>244.90</td>
</tr>
<tr>
<td>5</td>
<td>169</td>
<td>5,420,907</td>
<td>6</td>
<td>155.29</td>
<td>152.56</td>
</tr>
<tr>
<td>6</td>
<td>147</td>
<td>8,838,137</td>
<td>5</td>
<td>360.20</td>
<td>240.83</td>
</tr>
<tr>
<td>7</td>
<td>157</td>
<td>8,975,615</td>
<td>6</td>
<td>397.33</td>
<td>254.81</td>
</tr>
<tr>
<td>8</td>
<td>194</td>
<td>16,640,122</td>
<td>6</td>
<td>675.98</td>
<td>533.56</td>
</tr>
</tbody>
</table>

In Table 2, we present the number of customers in the instance \( n \), the number of patterns generated, the number of major iterations of the sifting optimizer, and the cpu time taken by the default and sifting optimizer.

Using CPLEX’ sifting optimizer does not resolve our memory issues as all delivery patterns still need to be loaded into memory. Therefore, we have developed our own implementation of a sifting optimizer. During the pattern generation phase, we do not load all base patterns into the linear programming solver, but only a subset of patterns that fits into memory and is highly likely to include an optimal solution. After solving this partial LP, we execute the pattern generation phase again, but this time we evaluate the reduced costs of the patterns (as opposed to their regular cost) and add patterns with a negative reduced cost to the partial LP. The algorithm terminates when no patterns can be added in an iteration.

In implementing this approach, we have to take into account that our pattern generation phase is computationally intensive as it involves solving a, albeit small, TSP for every pattern. As a consequence, we have to strike a proper balance between pattern generation and memory management. The ultimate goal is to solve the pattern selection LP with only two passes through pattern generation, i.e., one to generate a partial pattern selection LP and one to verify that all patterns left out of the partial pattern selection LP have nonnegative reduced costs. We want to avoid having to go through more than two pattern generation passes. To achieve this goal, we generate patterns in a specific order, first patterns involving a stop at a single customer, second patterns involving stops at two customers, third patterns involving stops at three customers, and finally patterns involving stops at four customers, and add patterns to the partial pattern selection LP in batches, solving the partial selection LP after each batch of patterns has been added. A more detailed description can be found in Algorithm 1.

Observe that all patterns of size 1 and size 2 are part of the partial selection LP and that when generating patterns of size 3 and size 4 we always evaluate their reduced cost.
Algorithm 1 Sifting Optimizer

\begin{algorithm}
\begin{algorithmic}
\Function{sift}{
\State \texttt{generate} := \texttt{true}
\State \rho_3 := \ldots
\State \rho_4 := \ldots
\State \text{Generate all patterns of size 1 and 2 and add them to the partial pattern selection LP}
\State \text{Solve the partial pattern selection LP}
\While{\texttt{generate} = \texttt{true}}
\State \texttt{generate} := \texttt{false}
\State \text{Generate all patterns of size 3 and add those with reduced cost less than $\rho_3$ to the partial pattern selection LP}
\State $\rho_3 = 0$
\If{patterns were added to partial selection LP}
\State $\texttt{generate} := \texttt{true}$
\State \text{Solve the partial pattern selection LP}
\EndIf
\State \text{Generate all patterns of size 4 and add those with reduced cost less than $\rho_4$ to the partial pattern selection LP}
\State $\rho_4 = 0$
\If{patterns were added to partial selection LP}
\State $\texttt{generate} := \texttt{true}$
\State \text{Solve the partial pattern selection LP}
\EndIf
\EndWhile
\end{algorithmic}
\end{algorithm}

Observe too that we do not only add patterns with a negative reduced cost when we generate patterns of size 3 and size 4. As one of our primary goals is to limit the number of pattern generation passes, we do not want to be too conservative. Ideally, the values $\rho_3$ and $\rho_4$ are set based on an analysis of the instance that needs to be solved. However, we have been unable to develop methodology to do so and have take a more pragmatic approach. First, because we have access to a machine with 16Gb of memory the number of patterns of size 3 does not pose a problem and we have used $\rho_3 = \infty$, which means we add all patterns of size 3. Second, after experimenting with a few instances and a few values for $\rho_4$, we found that $\rho_4 = 20$ performed well. In fact, with $\rho_4 = 20$, all instances were solved in two pattern generation passes, i.e., one pass to generate the partial instance, and one pass to verify optimality of the solution produced. The effect of only incorporating patterns of size 4 with a reduced cost of less than or equal to 20 ($= \rho_4$) is dramatic as can be seen in Table 3. The number of patterns generated is reduced by a factor of more than 20.
Table 3: Number of patterns

<table>
<thead>
<tr>
<th>Instances</th>
<th># of 1-stop patterns</th>
<th># of 2-stop patterns</th>
<th># of 3-stop patterns</th>
<th># of 4-stop patterns</th>
<th># of 4-stop patterns with r.c (\leq \rho_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>136</td>
<td>7,163</td>
<td>220,949</td>
<td>2,801,732</td>
<td>32,213</td>
</tr>
<tr>
<td>2</td>
<td>106</td>
<td>5,377</td>
<td>154,719</td>
<td>3,235,373</td>
<td>82,964</td>
</tr>
<tr>
<td>3</td>
<td>157</td>
<td>8,225</td>
<td>279,217</td>
<td>4,048,867</td>
<td>75,466</td>
</tr>
<tr>
<td>4</td>
<td>129</td>
<td>7,464</td>
<td>284,176</td>
<td>5,089,771</td>
<td>240,997</td>
</tr>
<tr>
<td>5</td>
<td>169</td>
<td>9,015</td>
<td>312,962</td>
<td>5,098,761</td>
<td>44,265</td>
</tr>
<tr>
<td>6</td>
<td>147</td>
<td>8,414</td>
<td>331,629</td>
<td>8,497,947</td>
<td>36,152</td>
</tr>
<tr>
<td>7</td>
<td>157</td>
<td>10,281</td>
<td>422,653</td>
<td>8,542,524</td>
<td>114,402</td>
</tr>
<tr>
<td>8</td>
<td>194</td>
<td>16,356</td>
<td>784,857</td>
<td>15,838,715</td>
<td>276,416</td>
</tr>
</tbody>
</table>

5 Computational Experiments

The research reported in this paper was motivated by our long-time collaboration with Praxair, a producer and distributor of industrial gases. Praxair used the simple bound discussed in Section 2 to get an idea of the performance of their distribution strategy and to get a sense of the potential savings if additional resources and efforts were invested in improving their distribution strategy. As mentioned, this simple bound has two main deficiencies: it ignores the different storage capacities at customers and it assumes that deliveries can be perfectly timed. Our work eliminates the first deficiency.

We conducted various computational experiments to analyze the effect on the lower bound on the minimum total mileage required to satisfy demand of explicitly taking varying storage capacities into account. The data used in our experiments had usage information for 1974 customers served from 36 plants (with the smallest plant serving only 6 customers and the largest plant serving 147 customers). Each customer is supplied from one particular plant. Consequently, we are dealing with independent 36 instances.

The primary experiment involved computing increasingly tighter lower and upper bounds on \(D^*\) the bound on the minimum total mileage required to satisfy demand. The results are displayed in Figure 3.

First, the results show that limiting ourselves to patterns with at most three or four customers is sufficient to obtain tight bounds on \(D^*\). Second, the results show that allowing more deliveries per trip has a substantial effect on the upper bound, but hardly any effect on the lower bound. The latter result was somewhat counter to our expectations, but has important implications because it suggests that investing in larger storage facilities at customers, which is often discussed as a potential way of reducing distribution costs, may not deliver the desired savings. Finally, by comparing the actual incurred mileage to
Praxair will gain insight in the effectiveness of its distribution strategy and in the potential savings that may result from improvements to its distribution strategy.

Next, we investigate whether the behavior observed for the complete system is also observed at the individual plant level. Table 4 shows the number of customers served \( n \), \( LB_3 \), \( UB_3 \), their relative gap \( \left( \frac{UB_3 - LB_3}{UB_3} \times 100 \right) \), \( LB_4 \), \( UB_4 \), and their relative gap \( \left( \frac{UB_4 - LB_4}{UB_4} \times 100 \right) \) for each plant.

We see that for bounds \( LB_4 \) and \( UB_4 \) the largest relative gap is 2.53% for Plant 18 and the smallest relative gap is 0.02% from Plant 1. To understand the cause of the differences, we examined these plants in more detail. Two factors clearly impact the difference between the value of \( LB_4 \) and \( UB_4 \):

- The number of customers with \( C_i < \frac{Q}{4} \)
- The number of times we have to make deliveries to customers with \( C_i < \frac{Q}{4} \)

Note that when all customers served by a plant have \( C_i \geq \frac{Q}{4} \), then we have \( LB_4 = UB_4 \).

When we look more closely at Plant 1, we see that when a direct delivery policy would be employed, the number of deliveries is 568.4 (computed as \( \sum_i \frac{n_i}{\text{min}(C_i, Q)} \)). Among these 554.0 correspond to deliveries to customers with \( C_i \geq \frac{Q}{4} \), i.e., 97.5% of the total number of deliveries. On the other hand, for Plant 18 the number of deliveries is 163.8 when a direct delivery policy is employed, out of which 100.9 correspond to deliveries to customers with \( C_i \geq \frac{Q}{4} \), i.e., only 61.6% of the total number of deliveries.
Finally, we examine the improvements in the lower bounds $LB_k$ at the individual plant level. Table 5 shows the number of customers served ($n$), $LB_1$, $LB_2$, $LB_3$, $LB_4$, and the
The largest percentage increase is 27.73% for Plant 2 and the smallest percentage
increase is 0.61% for Plant 34. Again, we can explain this difference by analyzing what happens when a direct delivery policy is employed. When a direct delivery policy is employed, Plant 2 has to make 52.8 deliveries. Among these 46.8 are to customers with \( C_i \geq Q \) (with 2.7 to customers with \( C_i \geq Q \)), i.e., 88.6% (5.1%) of the total number of deliveries. On the other hand, Plant 34 has to make 420.4 when a direct delivery policy is employed, out of which 409.6 deliveries are to customers with \( C_i \geq Q \) (with 350.0 to customers with \( C_i \geq Q \)), i.e., 97.4% (83.3%) of the total number of deliveries.

The system wide percentage increase is only 2.89%. There are two reasons why the increase in the value of the lower bound is relatively small. First, 5,957,872,921 ft\(^3\) out of a total of 8,150,328,576 ft\(^3\), or 73.1%, has to be delivered to customers with \( C_i \geq Q \). Second, the geography of customers with \( C_i < Q \) is such that they can be combined into delivery trips that do not increase the total mileage by much (the pattern selection LP will identify optimal combinations of customers).

### 6 Other Uses of the Technology

In addition to providing a lower bound on the total mileage required to satisfy demand, the technology may have other benefits. For example, the selected base patterns may suggest effective practical delivery trips.

We demonstrate this potential benefit by examining a small instance introduced by Fisher et al. [4, 2] to illustrate the complexity of inventory routing problems.

**Example.** Consider the instance depicted Figure 4. The vehicle capacity is 5000 and

![Figure 4: An example with 4 customers.](image)

customer tank capacity and usage data is as follows:
The relevant optimal tour costs can be derived from the network shown, e.g., the optimal tour costs for visiting customers 1 and 2, denoted by $c_{12}$, is equal to $210. A simple schedule jointly replenishes customers 1 and 2 as well as customers 3 and 4 on a daily basis. This schedule is natural because 1 and 2 (3 and 4, respectively) are near each other. Each customer $i$ receives a quantity equal to its daily consumption $u_i$. The long-run average cost of this schedule is 420 miles per day. An improved schedule consists of a cycle that repeats every two days. On the first day, one trip is taken that replenishes 3000 gallons to 2 and 2000 gallons to 3, at a cost of 340 miles. On the second day, two trips are taken. The first trip replenishes 2000 gallons to 1 and 3000 gallons to 2. The second trip replenishes 2000 gallons to 3 and 3000 gallons to 4. Each trip costs 210 miles. The long-run time average cost of this schedule is 380 miles per day, which is nearly 10% lower than the first schedule. Fisher et al. observe that though it is easy to verify that the second schedule is better than the first, it is not at all obvious how to derive the second schedule.

By assuming a time period of a single day, the following pattern selection LP will be constructed, where we have left out routes visiting customer 1 and 3, 2 and 4, and 1 and 4, as no distance information is provided that allows the calculation of the tour length:

\[
\begin{align*}
\min & \quad 200x_1 + 200x_2 + 200x_3 + 200x_4 + 210x_5 + 340x_6 + 210x_7 + 210x_8 \\
\text{s.t.} & \quad 5000x_1 + 2000x_5 + 3000x_5 + 200x_3 + 2000x_7 + 4000x_4 \\
& \quad 3000x_2 + 3000x_5 + 3000x_6 + 2000x_6 + 2000x_7 + 3000x_7 + 4000x_8 \\
& \quad 2000x_3 + 2000x_5 + 2000x_6 + 1000x_5 \\
& \quad x \geq 0
\end{align*}
\]

The optimal solution selects patterns 5, 6, and 7 with value 0.5, which, given a time period of a single day, can be interpreted as using these patterns every other day. This corresponds precisely to the improved solution presented by Fisher et al. Our approach also shows that no better solution exists!

The above example illustrates that the technology can be used for purposes other than performance measurement. The solution may suggest routing patterns that have not been considered so far. The technology may also be used to assist in tactical and strategic decisions. For example, it may be used to evaluate capital investment decisions related to increasing storage capacity at customers, or it may be used to evaluate customer - plant alignments in situations with multiple production facilities servicing the set of customers.
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