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0. Introduction 12

Layout decisions are one of the key facts detemgirthe long-run efficiency of operations.
Layouts have numerous strategic implications bexatley establish an organization’s
competitive priorities in regard to capacity, premes, flexibility, and cost. They are associated
with the tactical decision horizon and are deditdtethe concretion of strategic decisions like,
e.g., facility location. Configured production ssis are input for the operational level, where
the goal is to run the given system as efficieatfyossible.

An efficient layout facilitates and reduces costsnuaterial flow, people, and information
between areas. To achieve these objectives, atyasfeconfiguration designs have been
developed. The most relevant ones, in the contiexi®course, are:

1. Fixed-position layout addresses the layout requirements of large, uigjects

2. Job shop production(Process-oriented layout): deals with low-volunhggh-variety
production

3. Cellular manufacturing systems (work cell layout): arranges machinery agaipment
to focus on production of a single product or gro@ipelated products

4. Flow shop production(Product-oriented layout): seeks the best perdoamd machine
utilization in repetitive or continuous production.

As a matter of fact layouts 1 and 2 are often dlesdras centralized, and layouts 3 and 4 as
decentralized manufacturing systems.

Examplé: To illustrate the differences in fixed-positioaybut, job shop production, cellular
manufacturing systems, and flow shop productiorsicar a situation in which four parts (A, B,
C, D) are to be produced and assembled into aesprgiduct. The processing sequence for part
A is saw, turn, mill, and drill; for part B it isas/, mill, drill, and paint; for part C the processi
sequence is grind, mill, drill, and paint; and fpart D the sequence is weld, grind, turn, and.drill
All parts go to a central assembly department. fdlewing table contains the proportional
capacity requirement of each part on each mactalaive to the capacity availability of the
machine in one time period.

Equipment requirements

Part | Weld | Grind |Saw |Turn Mill Drill PRaint
A - - 0.5 0.5 0.3 | 0.2 -
B - - 0.4 - 05 | 0.3 0.2
C - 0.4 - - 0.3 | 05 0.3
D 0.3 0.5 - 0.3 - 0.2 -

! Heizer, J., Render, B., Operations ManagemenhntieeeHall, 2006, Chapter 9

2 Francis, R., McGinnis, L., White, J., Facility layt and Location: An Analytical Approach, Prentidall, 1992
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Based on the given capacity requirements we knaw tthe minimum equipment needed is: 1
weld, 1 grind, 1 saw, 1 turning machine, 2 mills3@.5+0.3 > 1), 2 drills, and 1 painting
machine.

According to the layout concepts listed above tbioWwing configurations for the example
problem could be realized (this is not a complésé of all possible configurations but an
illustrative selection of possible realizations).

1. In case of a fixed-position layout it may be suéfid to have the minimum machine
equipment (see above). But depending on how pramucd scheduled it could also be
necessary to install more machines in order to comevith the needed production

output.
Drill Mill
Drill Mill
Turn l l Grind
Stores — Workpiece —» | Warehouse
Saw I Assembly
Weld Paint

Figure 0-1: Fixed-position layout

2. By applying a job shop production system we are ablreach the minimum machine
equipment. Clearly, depending on production scheduit may become necessary to
install more machines than the minimum equipment.

| v
- Saw - Turn - Mill M l
I \—+ > o
o | w| |E| |2
2| » Grind > Ml ®| | @ ©
0 , o @ %
t } 1 |F
—
> Weld Drill prin — 1 1
L &

Figure 0-2: Job shop production
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3. Figure 0-3 illustrates a cellular manufacturingteys for the example problem. For the
chosen configuration (2 work cells) it is not pb#sito realize the minimum machine
equipment. We need an additional turning machimeaamadditional painter.

Turn - Mill - Drill
2 o =
0 Group A T, | = @
0|+ o = 3
o E 2
&l ARdi
g=] = i [}
o Group B Sl 5= =
= o
’—> Turn —l
| !
Grind — Mill —» Drill

Figure 0-3: Cellular manufacturing system

4. Figure 0-4 shows a flow shop production systentherexample problem. In this case we
need 5 machines additional to the minimum equipnm@ngrind, 1 saw, 1 turning
machine, 1 mill, and 1 paint):

Figure 0-4: Flow shop production

Saw Turn Mill - Drill -
= @
b4 Saw Mill Drill || Paint |*» | = 4
® Grind Mill Drill - FPaint | g =
=

Weld Grind Turn - Drill -

The decision to use a fixed-position layout is geltye dictated by a particular characteristic of

the workpiece. It layout is used when the prodsctoo large or cumbersome to be moved
through the various processing steps. Consequehttyprocesses are brought to the product
rather than taking the product to the processgs decraft industry,..).
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This concept is realized by locating workstationpmduction centres around the product in the
appropriate processing sequence. Considerabletitsgere involved in ensuring that the right
processes are brought to the product at the rigleistand are located in the right places.

Advantages:

Material movement is reduced.
Promotes job enlargement by allowing individualéeams to perform the “whole job”.

Highly flexible; can accommodate changes in proddesign, product mix, and
production volume.

Independence of production centres allows scheglutm achieve minimum total
production time.

Limitations:

Increased movement of personnel and equipment.
Equipment duplication may occur.

Higher skill requirements for personnel.

General supervision required.

Cumbersome and costly positioning of material agmmery.

Low equipment utilization.

However, the decision to use either a job shopkwetl, or flow shop layout generally depends
on the volumes of production and variety of produming manufactured. Figure 0-5 illustrates a
volume-variety chart

% Francis, R., McGinnis, L., White, J., Facility layt and Location: An Analytical Approach, Prentidall, 1992
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Flow Work Job
shop cells shop
prod. prod.

Production volume

I

Product variety

Figure 0-5: Volume-variety chart

Flow shop production is appropriate for high-volynh@w variety conditions. Working cell
manufacturing systems are usually used for “in leetw conditions, and job shop production is
applied for low-volume high-variety settings. Incfamany real world layouts tend to be a
combination of all three of them (hybrid layouthél'volume-variety mix among products can be
such that a few products are manufactured using flbop production, others using job shop
production, and the remainder using working celhaofacturing. Similarly, it may be useful to
appropriate to use either job shop production orkimg cells for the production of individual
components and to use a flow shop system for thenasly of the components.

In the following we are going to discuss job shopdoiction, cellular manufacturing systems and
flow shop production in more detail. Occurring optiation problems and dedicated solution
methods will be discussed as well.

1. Methodological Basics

Complexity

Almost all optimization problems occuring in pration and logistics can be solved either
exactly or by applying heuristic methods. The s@&ecof a solution method may depend on:

© Produktion und Logistik
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e Software availability
e Cost-benefit

e Problem complexity

Even if we know adequate (time consuming) exachouit we are going to apply heuristic
methods if we do not have adequate software avaitalcosts (installation, personnel
instruction, etc.) exceed the expected benefit.

On the other hand we know a number of combinatpriablems, which are classified to be ;NP
hard“, which indicates the assumption that the companal effort for solving the problem will
not increase polynomial with the problem dimensiarcase of real-world applications with the
according problem size we face unacceptable cortipugh times, even for high performance
IT-systems, regularly.

LP-Problems (average case) are to be solved wlitmpmial effort, since the number of
simplex-iterations increases linearly with the nembf constraints (and each iteration causes
quadratic effort).

LP-Problems with integer variables usually are edliay applyinga Branch and Bound (B&B)

method, where a common LP-model is solved in e@chtion. Here the number of iterations

increases exponentially with the number of integerables. Thus, these problems cannot be
solved with polynomial effort.

For some problem classes (e.g. transportation @nady| (linear) assignment) due to their
problem structure integer/binary property of theisien variables is guaranteed automatically
leading to a low problem complexity.

Some problems with integer/binary variables canusing special exact methods) be solved with
polynomial effort, anyway.

Referring to heuristic methods we usually distisgubetween:

e Starting heuristics (quick generation of a feasgakition)
e Improvement heuristics (start with a feasible soluand try to find a better one)

e Combinations of starting and improvement heuristics

We use “general purpose”-heuristics or metaheasig®.g. Simulated Annealing, Tabu Search
or Genetic Algortihms) in order to leave local opdi during improvement steps.

Costs and distances

The majority of problems being dealt with duringstbourse will be solved based on costs and/or
distanceg;. In most cases costs are determined based on @geknical parameters (machine
setup,..) or distances (e.g. distance betweentabged,)). In the following we are going to
introduce three common distances:

© Produktion und Logistik
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>

(Straight line distance between two points

/ y

andy) X
i
X

X1

[n X2
Euclidean distance: d(x,y) = Z(Xi -yi)2 ‘
i=1 /

Manhattan distance:

n
d(x,y) =[x i

i=1

(The distance between two points measurel
along axes at right angle)

(Drilling plates, movement of cranes,...) Q Ys Y2

X

In most cases we know the distance between evepleof adjacent nodes (locations,
customers,...). For determining the distance betveegrtwo nodes within the network, we have
to solve a shortest path problem.

Basics on Graph Theory

A graph consists of points known a®des(vertices)which are connected with each other using
lines (edges, arcs).

Graph:

A chain between nodesandj is a sequence of edges connecting these two nageghis a
chain where the direction is clear (oriented); mieel edges are usually calledows (or arcs).

(%)
®

Chain from A to D: @
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A cycleis a chain that connects a node with itself, whdeedge is traversed more than once.

(A
Cycle: Q
Zyklus e

A graph isconnectedf for each pair of nodes there exists a path eoting these two.

A treeis a connected graph without cycles.

Tree:

One of the theorems in graph theory indicatesdatgph withn nodes is connected if it
contains K-1) nodes, but no cycles.

kein Baum wegen Zyklus OAB
No tree (due to cycle OAB):

The edge of graph directedor is anarrow if an orientation is given (one way street)dibected
graph contains only directed arcs. Aimdirectedgraph contains only undirected edgesnixed
graph contains both directed and undirected edges.

© Produktion und Logistik



Hartl, Gansterer Layout and Design 13

2.Job shop production *°

The process-oriented layout can simultaneously leaadvide variety of products. It is typically
the low-volume, high-variety strategy. Each prodoctproduct group undergoes a different
sequence of operations. It is produced movingoiinflone department to another in the required
sequence. Different products have different mdtdigavs. Thus, it is not efficient to arrange
machines due to a product-oriented layout (flowpséystem) but according to a process-oriented
layout.

A process-oriented layout consists of a collectadnprocessing departments or cells. All
machines involved in performing a particular pr@cese grouped together in a machine shop
(e.g. drill, weld,..). This concept is used wheerthare many low-volume, dissimilar products. It
is also used in case of rapid changes in productamvolume, as well as when conditions are
such that neither product-oriented nor cellular ufacturing systems are useful. In comparison
with cellular manufacturing systems this layout @gpt is characterized by high degrees of
interdepartmental flow. A big advantage of this qass-oriented layout is its flexibility in
equipment and labor assignment. The breakdown @heechine need not halt an entire process;
work can be transferred to other machines in tipadment.

Advantages:
» Better utilization of machines can result; consedjyefewer machines are required.

* A high degree of flexibility exists relative to eagment or manpower allocation for
specific tasks.

» Comparatively low investment in machines is reqlire
» The diversity of tasks offers a more interesting aatisfying occupation for the operator.
» Specialized supervision is possible.
Limitations:
» Since longer flow lines are needed, material hagds more expensive.
* Production planning and control systems are marelwed than for other layouts.

» Usually, total production time is longer than foher layouts.

* Heizer, J., Render, B., Operations ManagementtieeeHall, 2006, Chapter 9

® Francis, R., McGinnis, L., White, J., Facility layt and Location: An Analytical Approach, Prentidall, 1992
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* Due to the fact that jobs have to queue before gogirocessed in a machine job
comparatively large amounts of in-process inventmgur.

» Comparatively high degree of (machine) idle timeduse machines have to wait until
the subsequent job is finished with its foregoingcess.

* Space and capital are tied up by work in process.

» Because of the diversity of the jobs in specialidegartments, higher grades of skill are
required.

Negative effects like idle or waiting times shoddd reduced by using dedicated production
planning methods (on the operational level) andndped machine shop arrangement on the
tactical level. These tactical optimization probtemeferring to the optimal arrangement of
machines in job shop production systems are knasvtAasignment problems”. Although the
typical problem in this context refers to the “Quattt assignment problem” we first want to
introduce the basic model: the “Linear assignmeoblem”.

2.1. The Linear Assignment Problem

The Linear Assignment Problem(LAP) is one of the most famous problems in linear
programming and in combinatorial optimization. Ap&om its application to intra-company
location planning is can be used for a number loéioplanning problems.

Given

n machines (jobs, workers)
n potential locations ( periods, projects)
Cj ... cost of running machineon position.

Any machine can be assigned to any location, imogisome cost that may vary depending on
the machine-location assignment. It is requirecuse all locations by assigning exactly one
machine to each location in such a way that thed taists of the assignments are minimized.

The LP is formulated as follows.
Xj = 1, if machina is assigned to locatiopnand O otherwise
n n . n
C=3>2CjX; »min _leij = 1 for i=1,..,n ..assign all machines
J:

i=1j=1

n
2.%j =1 for j=1,...,n... 1 machine at each location
i=1

x; 20 fori=1,..,n andj=1,...,n

Example 1:3 machines, 4 locations and the following cagténachine 2 may not be assigned to
location 2 - > costo):
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location | =
i\j 1 2 3 4
maschine 1 13 10 12 11
i = 2 15 00 13 20
3 5 7 10 6

Convert the given problem into a symmetric one digidg dummy-machines (-rows) or dummy-

locations (-columns) with cost O:

location | =
iV 11 2 K | 4
maschine 1 13 10 12 11
i = 2 15 0 13 20
3 5 7 10 6
dummy 4 0 0 0 0

Locations being assigned to a dummy-machine reraaipty. A machine being assigned to a
dummy-location means that this machine is physicatht allocated to any of the potential

locations.

2.1.1. Formulation as transportation problem

Linear assignment problems can be interpreted asiapcase of a generédansportation
problem(TP). The latter is formulated as follows:

m supplier with supplg, i=1, ... ,m
n consumer with demardj, j =1, ... ,n

transportation costs; per unit transported fromtoj

decision variables; indicate the amount of units transported friotm]

m n
Transportation cosK = 3’ > ¢jxj — min

Supply

Demand

Nonnegativity

i=1j=1
n

§=2% i=1.
=1
m

dj=2x% =1,
i=1

XijZO 1=1,.

© Produktion und Logistik
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In order to derive the LAP from the TP we interpmechines as suppliers with a capacity of 1
and each location as consumer with a demand ofids,Teach LAP can be solved as special case
of transportation problems. It is known that du¢hi® problem structure the optimal solution of a
TP consists of (m+n-1) integer basis variables rfefeve do not explicitly constrain integer
property!). Clearly, this problem characteristicvalid for the LAP (as it has been derived as
special case of the TP) as well. Since for the WdPassume “supply” (machines) = “demand”
(locations) = 1 it is automatically guaranteed lbdain an optimal solution consisting of exactly
decision variables with value 1 while all otherightes are 0 (although the formulation basically
allows non-integer variables as well). Thus, weaobt feasible solution for the LAP. Clearly,
finding a feasible solution premises to have anakgumber of machines and locations (m=n),
which has already been mentioned above and isgbdtte mathematical LAP formulation as
well.

Example 1as TP:

i\ 1 2 3 4 S
1 13 10 12 11

2 15 0 13 20

3 5 7 10 6

4 0 0 0 0

d; 1

There is another problem characteristic which veegming to make use of in order to solve the
LAP: it is always possible to reduce (or increasékentries of any column or row by a certain
value without changing the optimal solution (orie tabsolute costs change, the relation stays
the same). We use this characteristic in ordeeterate the maximum amount of O entries in the
cost matrix. By subtracting the smallest elemenéath column and row from all elements of
this column/row we generate the maximum number eh®ies while not having any influence
on the optimal solution. Clearly, the absolute d¢astors do change by this matrix reduction, but
the relation of assignment costs for each macluoation definitely stays the same.

Example 2 Cost reduction

Cost matrix:

A 1 8 15
B 6 2 10
C 7 9 3

© Produktion und Logistik
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In this case the column minimum method finds thenogl solution. Machines A, B, and C are

assigned to locations I, Il, and lll, respectivel}e end up with total assignment costs of 6
(=1+2+3).
Cost reduction:
I Il 1]
A 0 6 12
B 5 0 7
C 6 7 0
-1 -2 -3

Again the column minimum method leads to the follmyvassignment: A-l, B-Il, C-lll. This
solution has total (reduced) assignment costs @fhch implies that we found an optimal

solution. By adding the sum of reduction valuesttie reduced assignment costs we again
determine the total assignment costs: 0+1+2+3=6.

Usually, especially when solving larger probleniss inecessary to apply some iterations of the
Transport-Simplex-Method in order to find the opimsolution.

However, for the LAP we know specialized methodadieg to the optimal solution more
quickly (cf. Fehler! Verweisquelle konnte nicht gefunden werdenreferring to problem
complexity). The most famous one will be presemtetthe following.

2.1.2. Assignment Method (Kuhn’s Algorithm) ®

Kuhn’s Algorithm involves adding/subtracting apprafe values to/from the given cost factors

in order to find the lowest opportunity cost (fooeg@ or not-obtained profits) for each
assignment.

“There are 3 steps to be followed:

1. Subtract the smallest number in each column froenyerumber in that column and then,
from the resulting matrix, subtract the smallestioer in each row from every number in
that row. This step has the effect of reducingrtbmbers in the table until a series of
zeros (at least 1 per column and row), meaning pemortunity costs, appear.”

2. Draw the minimum number of vertical and horizorgihight lines necessary to cover all
zeros in the table. This minimum number of linegag the maximum number of zero
cost assignments. Thus, if the number of lines lsgha number of rows/columns in the

® Heizer, J., Render, B., Operations ManagemenhtieesHall, 2006, Chapter 15
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table, then we can make an optimal assignmenhelfniumber of lines is less than the
number of rows or columns, we proceed to step 3.

At this point we want to complete this step of #kesignment Method by specifying the

procedure during step 2. In fact, finding the miaimnumber of vertical and horizontal

lines necessary to cover all zeros in a matrix b®yrivial in case of very small matrices,

but should be solved systematically in case ofdaomnes. Thus, we want to introduce the
following procedure in addition to step 2:

We proceed systematically by choosing a columnowr with as few as possible zero
entries (preferably exactly one 0) and framing ¢&ig) a O in this column or row. This
leads to an interim assignment.

Then we cross all remaining zeros in this colummaoy. Now in each column or row
related to a framed O all other zeros are crosdadrwmeans that in this column or row
no further assignments are possible.

Now the next column or row with as few as possitb@-marked (not crossed and not
framed) zeros is chosen and so on. We stop as&oeve do not have zeros left to be
framed. Now we have an arrangement of marked caduend rows including all zeros.

If we are able to make an assignment with (reducesdis of O for each machine we have
found an optimal assignment otherwise we proceddllasvs:

2.1. Mark (for example ,X*) all rows with no framex

2.2. Mark all columns having at least 1 crossed & inarked row

2.3. Mark all rows having a framed 0 in a markellicm

2.4. Repeat 2.2 and 2.3 until there is no colummwarleft to be marked

2.5. Mark each non-marked row and each marked aoligimaded) with a continuous
line -> all framed zeros are crossed now and wee ltag minimum number of
crossed lines and rows needed to cover all zesthe maximum number of
zero cost assignments. If this number equals tmebeu of rows or columns an
optimal assignment is already found (in this caseould not have been necessary
to perform the given subprocedure (2.1.-2.6.) bseawe should already have
succeeded in finding a zero cost assignment asided@above).

3. “Substract the smallest number not covered by & lrom every other uncovered
number. Add the same number to any number(s) §titige intersection of any two lines.
Do not change the value of the numbers that arersalvby only one line. Return to step
2 and continue until an optimal assignment is dussi

Some assignment problems entail maximizing peffiectiveness, or payoff of an assignment of
people to tasks or of jobs to machines. It is @agybtain an equivalent minimization problem by
converting every number in the matrix to an oppuoitiu loss. To convert a maximization
problem to an equivalent minimization problem, whtsact every number in the original matrix
from the largest single number in that matrix. Vilernt proceed to step 1. It turns out that
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minimizing the opportunity loss produces the sanssigmnment solution as the original

maximization problem.”

Example 1:
i\j 1 2 3 4 S
1 13 10 12 11 1 -10
2 15 00 13 20 1 -13
3 5 7 10 6 1 -5
4 0 0 0 0 1
d; 1 1
Step 1: Reduced costs
i\j 1 2 3 4 S
1 3 0 2 1 1
2 2 00 0 7 1
3 0 2 5 1 1
4 0 0 0 0 1
o] 1 1 1 1
Step 2: Optimal solution?
i\j 1 2 3 4 S
1 3 0 2 1 1
2 2 00 0 7 1
3 0 2 5 1 1
4 9] 9] 0] 0 1
d; 1 1 1 1

In this case we see at first glance that an optsokition is obtained with the following
assignment: 1-2 2-3 3-1 4-4 (we have a zeroasmgnment for each machine; the minimum
number of lines needed to cover all zero elementdavbe equal to the number of
rows/columns).

Example 2:

"Heizer, J., Render, B., Operations ManagemenhtieesHall, 2006, Chapter 15
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Step 1: Cost reduction

17,5 15 9 5,5 12 -0,5

16 16,5 10,5 5 10,5

12 155 145 11| 55 | =>

4,5 8 14 17,5 13

13 95 | 85 12 17,5

Step 2: Optimal solution?

12,5 6,5 0 —6- 6

11,5 8,5 2 0 5

7,5 7,5 6 6 0

0 —0 5,5 12,5 7,5

8,5 15 | —6 7 12

We are not able to make an assignment with (reduoests of O for each machine. Thus, we
proceed with finding the minimum arrangement of kedr columns and rows including all O
elements.

12,5 6,5 0 0

11,5 8,5

7,5 7,5 6 6

0 0 5,5 12,5 7,5
8,5 15 0 7 12
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Step 3: Generation of additional zeros.

125 | 6,5 | [0] 6 |Xo

11,5 | 85 2 [0] 5 | X(o)

75 | 75 | 6 6 | [o]

[ 0] 55 | 125 | 7.5

85 | (15 7 12 | X(1a)
X (1b) X (2b)

From all covered elements we choose the smalléss. lement is going to be subtracted from
all not covered elements and is going to be add@dl elements being covered twice.

11 5 0 0 4,5
10 7 2 0 3,5
7,5 7,5 7,5 7,5 0

0 0 7 14 7,5
7 0 0 7 10,5

1 additional zero (assignment 5. 2)
increases the chance the find an assignment
with total (reduced) costs of 0.

Step 2: Optimal solution?

Again we have to find out if we already are ablelébermine the optimal assignment.

lteration 2:

11 [0] | —6& | 45
10 7 2 | [o] | 35
7,5 7,5 7,5 75| [0]
[0] | &= | 7 14 7,5

[0]

—0 7 10,5

We have found the optimal solution with reducedgmssent costs of 0.

The total costs are calculated by summing up allucgon values (clearly, element “a”
determined in step 3 is a reduction value as well):

K=(45+8+85+5+55+0,5)+(1,5) = 33,5
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2.2. The Quadratic Assignment Problem (QAP)

The more common mathematical formulation for irdoampany location problems (especially in
case of job shop production) is tQeiadratic Assignment ProblerfQAP). For the QAP the cost
of an assignment is determined by the distanceshandhaterial flows between all given entities.
While, in case of LAP the costs for assigning a Imma& to a location do not depend on the
location chosen for any other machine we now wartake distances of locations and material
flow between entities into account as well. In fase are now going to minimize the total
transportationcosts occurring due to the chosen assignment afidoe the LAP we minimize
isolated location-oriented costs.

So called Activity Relationship Charts are useful graphical means of representing the
desirability of locating pairs of machines/operationear to each other. The following letter
codes have been suggested in literature for detérgna “closeness” ratiny:

“A  Absolutely necessary. Because two machines/tipesa use the same equipment or
facilities, they must be located near each other.

E Especially important. The facilities may for exdenrequire the same personnel or
records.

I Important. The activities may be located in semaein the normal work flow.

0] Ordinary importance. It would be convenient towdnghe facilities near each other, but it
IS not essential.

U Unimportant. It does not matter whether the ftie are located near each other or not.

X Undesirable. Locating a wedding department nee that uses flammable liquids would
be an example of this categor{.”

Examplé: “Met Me, Inc., is a franchised chain of fast-foodnburger restaurants. A new
restaurant is being located in a growing suburbasmenunity near Reston, Virginia. Each
restaurant has the following departments:

1. Cooking burgers

2. Cooking fries

3. Packing and storing burgers
4. Drink dispensers

5. Counter servers

6. Drive-up server

® Nahmias, S.: Production and Operations Analysfsed., McGraw-Hill, 2000, Chapter 10
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The burgers are cooked on a large grill, and thiedrare deep fried in hot oil. For safety
reasons the company requires that these cookingsar®t be located near each other. All
hamburgers are individually wrapped after cookingdastored near the counter. The service
counter can accommodate six servers, and the ageah area reserved for a drive-up window.

An activity relationship chart for this facility @ears in the following. In the chart, each pair of
activities is given one of the letter designatighsg, I, O, U, or X. Once a final layout is
determined, the proximity of the various departraara@n be compared to the closeness ratings
in the chartFigure 2-1 illustrates the activity relationship chart foré¢ime Inc .

In the original conception of the QAP a number igivthe reason for each closeness rating is
needed as well. In case of closeness rating “Xégative value would be used to indicate the
undesirability of closeness for the according maesioperations.
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Cooking burgers

Cooking fries

Packing and storing

Drink dispensers

Counter service

Drive-up service

Figure 2-1: Activity relationship chart

2.2.1. QAP: Mathematical formulation

For the model formulation we need both distancasvéen the locations and material flow
betweerorganizational entitieOE):

e n organizational entities (OE): all of them are afre size and can therefore be interchanged
with each other.

e nlocations: each can be provided with exactly oie O
e ty, ... intensity of material flow from ORto OEi

e di...distance between locatipand locatiork (e.g. shortest distance of central points);
distances are not necessarily symmetric. Trandpmmtaosts are proportional to amount
transportedandto distance.

If OE his allocated to locatiopand OE to locationk the transportation costs per unit from OE
h to OEi are defined by. Similar to the LAP we define

1if OEhisassignedolocationj

binary decision variablex, ={0 therw
otherwise

n n
Transportation costs per unit from @Eo OEi are Y, > d ji Xnj Xk -
j=1k=1

The objective function minimizes total transpodatcosts between all OE:
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n n nn )
2 2 2 2thidjk Xhj Xk — min
h=li=1j=k=1

where we refer to the following constraints (simtiathe LAP):

n
thj =1 forh=1,..,n ... each Ol on exactly 1 location
j=1
n
Zth =1 forj=1,..n ... each location j gets exactly 1 OEh
h=1
Xpj=0orl ... binary decision variable

While all constraints are still linear we now faaenon-linear objective function. Due to the
combination of integer property and non-linearibding optimal solutions for larger problems is
almost impossible (ckehler! Verweisquelle konnte nicht gefunden werde. Thus, heuristic

methods are applied in most cases. As usual wenglissh between starting heuristics and
improvement methods or a combination of both ofrthe

Example:Calculation of costs of 3 OE (1,2 ,3) and 3 lawad (A, B, C)

Distances between locatiodg Intensity of material flowty;
A B C 12 3
A A0 1 2 10 1 1
D=B|/1 0 1 T=2/2 0 2
B C
Cl3 10 31310

One possible solution would be-1 A, 2 -~ Band 3- C, i.e.xp= 1, Xog=1, Xgc =1 and all

otherty; = 0. All constraints are fulfilled.
Total transportation cost: 0*0 + 1*1 + 2*1 + 1*20%0 + 1*2 + 3*3 + 1*1 + 0*0 = 17

Obviously, this solution is not optimal since OEadd 3 (which have the highest intensity of
material flow) are assigned to the locations wii# highest distance between them (A and C).

A better solution would for example be-1C,2 - Aand 3- B,i.exc=1, Xoa=1, Xzg=1.
Total transportation cost: 0*0 + 3*1 + 1*1 + 2*20%0 + 2*1 + 1*3 + 1*1 + 0*0 = 14

Distances Intensity of material flow
C A B 12 3
2-A cfo 3 1 10 1 1
D=A[2 0 1 T=2/2 0 2
s-B|1-C BI1 1 0 33 10
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2.2.2. Starting heuristics

Some starting heuristics refer to the combinatibaong of the following possibilities to select an
OE and a location. Theoreis defined by the already chosen OE. After eaafaiton another OE
is added to the core due to one of the followpngrities:

e Selection of (non-assigned) OE

Al.
A2.

AS.
A4,

those having the maximum sum of material flow tq@her) OE
a) those having the maximum material flow to thst-Essigned OE
b) those having the maximum material flow to angrs=d OE
those having the maximum material flow to all ase) OE (core)

random choice

e Selection of (non-assigned) locations

B1.
B2.
B3.

B4.

those having the minimum total distance to all otheations

those being neighbouring to the last-chosen logatio

a) those leading to the minimum sum of transpantatiost to the core

b) like a) but furthermore we try to exchange theation with neigboured OE

c) a location (empty or allocated) such that the sdi transportation costs within the new
core is minimized (in case an allocated locatioselected, the displaced OE is assigned to
an empty location)

random choice

Example:By combining the simples rules A1 and B1 we haveairange all OE referring to
decreasing sum of material flow and all locatioefering to increasing sum of distances to all
other OE/locations (i.e. the last columns in thofeing tables):

OEl1 |2 |3 |4 |5|6| 7| 8| 9/ |ISt.|A |[B |[C |[D|E|F|G|H]|I |X
1 - |- |- |- 3]-|-1-1]- Al- |1 ]2 (1]2]3]|2]3]| 4
2 -3 |1 |2|-|4|-]|- B - (1 ]21]1]2]|3]|2]|3
3 - 3 15 (2 |- |3 |4 C - 1312|114 3| 2
4 - |- 0- 11 ]- |- D - {1121 2]3
5 - 12121 - E - |1 (2 |1 |2
6 - - - |- F - 13121
7 - |- |- G - 1112
8 - |- H - |1
9 - | -
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This leads to the following sequence of OE andtlonsa: 3, 5, 2,7,4,6,8,9,1; E, B, D, F, H,
A C, G L

We obtain the following assignment of OE to locasip

OE |11 |2 |3 |4 |56 |7]| 8] 9

st |I |D|E|H|{B|A|F|C]|G
OE[1 |2 |3 4 5 6 7 8 9 Calculation of costs:
11- (- |- - 3x3 | - - - -
2 - [3x1 | 1x2 |2%x2 |- 4x2 |- - 1 and 5 are assigned to | and B with
3 - |3x1 |5x1 |22 |- 3x2 [4x2 material flow of 3 and
4 - - - | 1x2 |- - 3 (distance 1-5% 3 (flow I-B)
S) - |2x1|2x2 | 1x1 |- and so on
6 - - - -
7 - - - Total cost = 61
8 - -
9 -

In case of random choice (rules A4 and/or B4) oms the possibility to generate a set of
different solutions and to choose the best onebiit

2.2.3. Improvement methods

We basically try to improve solutions (i.e. redwmsts) by exchanging OE-pairs (see also the
introductive example above). In case of acceptablmputational times one can also try to
exchange OE-triples. Even in case of pair wise arghs we have different possibilities:

e Selection of potential pairwise exchanges:

C1. alln(n-1)/2 pairs

C2. asubset of pairs

C3. random choice

e Selection of pairwise exchanges that are finallyrfmemed:

D1. that pair whose exchange of locations leads tditjieest cost reduction. (best pair)

D2. the first pair whose exchange of locations leads ¢ost reduction (first pair)
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A combination of C1 and D1 increases solution dqudlut also computational time. A common
method is to start with C2 and skip to C1 as sosrih& solution is reasonably good. (A
combination of C1 and D2 is equivalent to the 2+opthod which we use to solve TSP).

A well-known (heuristic) method I€CRAFT (computerized relative allocation of facilities
technigues) which equals (in case of OE with simplace requirements) a combination of C1
and D1 (this method will be introduced later instichapter in the context of OE with unequal
place requirements).

In case of random choice (C3 and D2) we quite offtesh good results. Especially the fact that
sometimes the best exchange of all exchanges wiaica been checked leads to an increase of
costs is no disadvantage, because it reducessth&orbe trapped in local optima.

The basic idea and several adaptions/combinatibAsB®, C, and D are discussed in literature.

2.2.4. .Umlaufmethode*”

,Umlaufmethode” is one of the numerous heuristitsoly combine the idea of starting heuristics
and imporvement methods. This method consistseofdliowing components:

Initialization (i = 1):
Those OE having the maximum sum of material flo&][A assigned to the centre of locations
(i.e. the location having the minimum sum of diststo all other locations [B1]).

Iterationi (i =2, ... ,n): assign OH

Part 1: (Selection of OE and of free locatjon

e select those OE with the maximum sum of mater@ad/flo all OE assigned to the core [A3]

e assign the selected OE to a free location so tleastim of transportation costs to the core
(within the core) is minimized [B3a]

Part 2: (Improvement step in iteration i 34

e check pair wise exchanges of the last-assigned @Eal other OE in the core [C2]

e if an improvement is found, the exchange is conetiieind we start again with Part 2 [D2].

The method ends with the finalization of iteratiors n having assigned all OE.

Example, at first without improvement step (onlytP3:

Initialization (i = 1): A B C
E is the centre D E 3 F
We assign OE 3 to the centre (E) G H I
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Sequence of assignments:

i= |1 2 3 4 5 6 7 8

OE |3

1 |0

2 3 I = 3: 2 has the max. mat.fl. to the core (3, 5)
3 1 I = 1: at first we assign 3

4 3 1=5

5 |5 I =2: 5 has the max. mat.fl. to 3
6 2 I=6

7 |0 i=4

8 3 =7

9 4 =8

Iteration 1 = 2 (Part 1):the maximum material flow to the core (3) is frork 6.
Distancedse = dpe = dre = dye = 1 is equally minimak> we select D

= In stepi = 2 we assign D-5.

Iteration 1 = 3 (Part 1):the maximum material flow to the core (3, 5) iIfr®E 2.

Find a locationX so that gelfbs + dplibs = dkel3 + dip2 is minimal (only A, B, G or H)
X=A helZ + dap 2 = 23 + 12 = 8
X=B kel3 + dep 2 = 13 + 22 = 7
X=F e3 + drp 2 = 13 + 22 = 7
X=G kel + depZ = 23 + 12 = 8
X=H el +dp2=13+22=7 B, F or H= B is chosen

= In Step i = 3 we assign B-2.
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Iteration i = 4 (Part 1)the maximum material flow to the core (2, 3, 5rsn OE 7.

Find a locationX so thatygf4s + dxpffs + dxgffo = dxel0 + dyxp2 + dxgld is minimal
in the map we see that A is the best choice
= in iterationi = 4 we tentatively assign A-7.

(Part 2) try to exchange A with E, B or D and calculate ttwsts of these assignments:

From Part1: E-3, D-5,B-A-7 Cost = 15+13+20+22+12+114 = 18
E-3,D-5A-2,B-7 Cost = B+23+10+12+22+14 = 21
E-3,A-5,B-2,D-7 Cost = [B+13+10+12+12+24 = 25

A-3, D-5, B-2, E-7  Cost =[R+1[3+200+22+1[2+1[4 = 18

An exchange of A and E is possible but does nad kwaa cost reduction. Thus, we do not
conduct this exchange but take the solution detexchin Part 1.

After 8 iterations (without part 2) we end up wilie solution from above with total costs = 54.

Inclusion of part 2eads to an exchange of the last-assigned OE®H 4 in iteration 8. By
this exchange we increase total costs to 51.

While a manual calculation of larger problems isviobsly quite time consuming an
implementation and therefore computerized calouteits relatively simple.

2.2.5. Different space requirements

The solution methods discussed above are alsobfeair problems considering OE with
different space requirements (OE are assumed tather rectangularly shaped or composed of
rectangular pieces). But here an exchange of OE Imaag an influence on the shapes and
locations of other (even not-exchanged) OE. Fumtioee, one has to define the way of
measuring distances between locations, since stantie between two OE may depend on their
shapes. The most common distances in this contekaply are:

* Orthogonal distance between OE-boundaries: thertggtp distance between 2 OE is
determined by the orthogonal distance between kbsest points of them. Thus, OE
having at least 1 vertex in common have a distan€e

» Redctilinear distance of centre points: the distabhetween 2 OE is assumed to be the
rectilinear distance between centroid locationds Timplies the assumption that OE are
located at their centroids. The centroid is anoteen for the coordinates of the centre of
gravity or balance point. The accuracy of assuntivag an OE is located at its centroid
depends upon the shape of the OE. The assumptimoss accurate when the shape of
the OE is square or rectangular, but is less atefwaoddly shaped OE.

Rectilinear distances between centre points age, esed for the well known CRAFT algorithm,
which we are going to discuss in the following.
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2.2.5.1. CRAFT Algorithm °*°

CRAFT (computerized relative allocation of face#itechniques) was one of the first computer-
aided layout routines developed. It is an improveinmeethod which means that it requires an
initial layout to be used as a starting solution.

Again we try to improve the given solution by mayiaround OE. The additional challenge now
is that the shapes of OE are not fixed. Thus, thblpm simply has too many degrees of
freedom for us to devise a good method for modgftime starting solution. All the common
improvement methods are based on limiting the kofdshanges that are permitted. This has
already been addressed in the context of probleithssimilar space requirements.

We know that a pair of OE that can be exchangekowita direct influence on the shapes or
locations of all remaining OE has to satisfy on¢hef following conditions:

1. the OE have the same space requirement,

2. the OE share a common boundary (having a commondawy means that the OE share
at least 1 side boundary of their rectangles). B2 and OE 5 in Figure 2-2 share 1
side boundary.

In Figure 2-2 you see that an exchange of OE 2#& would be possible without affecting the
shape or the location of the remaining OE. In tase it does not matter that OE 2 and OE 5
have different space requirements because theaiaalused for them stays the same. Clearly, an
exchange of same sized OE (no matter if they aighheured or not) is always possible. On the
other hand exchanging, e.g., OE 1 and OE 3, igass$ible without changing the shape or the
location of for example OE 2.

3

Figure 2-2: Different sized OE

° Francis, R., McGinnis, L., White, J., Facility layt and Location: An Analytical Approach, Prentidall, 1992

19 Nahmias, S.: Production and Operations Analysised., McGraw-Hill, 2000, Chapter 10
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The CRAFT algorithm, which is probably the earli@gtiely known improvement algorithm,
uses an estimate of the transportation cost thiaased on the rectilinear distance between the
centroid locations. |If, e.g., OE 2 and 5 are cder®d for an exchange, the new costs is
estimated by assuming that the new centroid of Q&tBe old centroid of OE 5 and vice versa.
This method of estimating transportation coststifier new layout is exact if OE have the same
space requirement, but can be in error if the reguents are different. In this case we revise the
estimated transportation costs by developing awucgt chart for the new layout and calculating
the “real” total transportation costs. This is devieenever an exchange has been identified to be
the most useful (based on the estimation of casta) iteration. The algorithm continues until
no further reductions in the predicted transpartatiosts can be achieved.

So we summarize the steps to be followed accorni@RAFT:

1. Estimate total transportation costs consideringaitwise exchanges of OE that share at
least 1 border or that are of same size (i.e. equ@aber of rectangles).

2. Perform that exchange that leads to the minimunmestd total transportation costs
(based on an estimation of distances as descrlimmden If all possible exchanges lead to
an increase of predicted total costs, stop here.

3. Revise the estimated distance chart and calcuiatedw total costs. Go back to step 1.

You see that by applying this procedure the “bestthange could be passed over, due to
estimation errors. This generally will be the céseany improvement algorithm that does not
actually evaluate every exchange possible.

Examplé’: A local manufacturing firm has recently completghstruction of a new plant to
house 4 departments: A, B, C, and D. The plan®@&rt by 50nf. The plant manager has chosen
an initial layout of the 4 departments. This laymugiven in Figure 2-3. From the figure we see
that department A requires 18007 nmdepartment B 1200Mm department C 800m and
department D 1200m

* Nahmias, S.: Production and Operations Analysised., McGraw-Hill, 2000, Chapter 10
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7'y
50
A(A=1800M %) B (A=1200m?)
40
30
20
C (A =800 m?) D (A = 1200 m?)
10
10 20 30 40 50 60 70 80 9 100

Figure 2-3: Initial plant layout for example problem

The following table contains the material flowsvoeén all departments.

Material Flow | A B C D

A 0 2 7 4
B 3 0 5 5
C 6 7 0 3
D 8 2 3 0

The distance between 2 departments is to be assamdige rectilinear distance between the
centroid locations of the corresponding departmefty to improve the initial layout by
applying the CRAFT algorithm (pairwise exchanges).

1. Determination of distances referring to the initafout: The centroid of a rectangular R
is defined by 2 point, y.

7=(X1+X2) )_/:(yl++y2)
2 2

The rectilinear distance between 2 centroid looastis

di2 = ‘)_(1 _Xz‘ +W1 - yz‘
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For the initial layout we obtain the following cewnitl locations

Centroid
X y

A 30 35

B 80 35

C 20 10

D 70 10

and the following distances

Distance A C
A 0 50 35 65
B 50 0 85 35
C 35 85 0 50
D 65 35 50 0

2. Determination of current total costs:

We multiply the distances with the material flowsT-otal transportation cost: 3050
3. Now we list all possible pairwise exchanges:

A-B -> possible

A-C -> possible

A-D -> possible

B-D -> possible

C-D —> possible

All other exchanges are not possible, becausedpartiments are neither neighboured
nor of same size.

4. Estimate total costs for each valid exchange (asgythat the centroid locations stay the
same):

A-B: estimated transportation cost = 2950
A-C: estimated transportation cost = 2715
A-D: estimated transportation cost = 3185
B-D: estimated transportation cost = 2735
C-D: estimated transportation cost = 2830
-> Exchange A-C is supposed to be the best one

5. Perform the selected exchange and calculate theotaiicosts.
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50
\ = 2
C(A=800m?) B (A=1200m?)

40 ‘

30

A (A = 1800 m?)

20 N
D (A =1200m ?)

10

v

10 20 30 40 50 60 70 80 90 100

If a plane R consists of a collection of rectand®esR,,..., R« the respective boundaries
are[(X;, Xy, (Yy, Yz )l forlsisk.

In order to findX,y (which describe the centroid location), we firstvd to obtain the
moments of R:

Kk X -2_ -2
Mx :Z_I:ZITX“(yzi _yli)

k 2 _ .2
Myzz—yZI 2y1| (X —%)
i=1

Let A(R) be the area of R. Then the centroid o Riven by

M,

X =
AR

y=0s
A(R)

The new centroids are

Centroid
X y
A 30 21,667
B 80 35
C 20 40
D 70 10
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leading to the following new distances

Distance A D

A 0 63,333 28,333 51,667
B 63,333 0 65 35
C 28,333 65 0 80
D 51,667 35 80 0

and total costs of 2809 (we see that we do notemehthe estimated costs for this scenario
(2715), but compared to the initial layout’s tatast we have a cost reduction anyway).

6. Now we list all possible pairwise exchanges:
A-B -> possible
A-D -> possible
B-D -> possible

All other exchanges are not possible, becausedpartinents are neither neighboured
nor of same size.

7. Estimate total costs for each valid exchange (assythat the centroid locations stay the
same):

A-B: estimated transportation cost = 2763
A-D: estimated transportation cost = 3228
B-D: estimated transportation cost = 2982
-> Exchange A-C is supposed to be the best one

8. Perform the selected exchange and calculate thdataicosts.

A

50

C (A =800 n7) A (A = 1800 n?)

40

30

B(A=1200m? )

20
D (A = 1200 nf)

10

v

10 20 30 40 50 60 70 80 90 100
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The new centroids are
Centroid
X y
A 70 35
B 20 15
C 20 40
D 70 10
leading to the following distances
Distance A B C D
A 0 70 55 25
B 70 0 25 55
C 55 25 0 80
D 25 55 80 0

and total costs d?530(this time we had underestimated the cost reduictio
9. Now we list all possible pairwise exchanges:
A-C -> possible
A-D -> possible
B-C -> possible
B-D -> possible

All other exchanges are not possible, becausedpartinents are neither neighboured
nor of same size.

10. Estimate total costs for each valid exchange (assuthat the centroid locations stay the
same):

A-C: estimated transportation cost = 3175
A-D: estimated transportation cost = 2735
B-C: estimated transportation cost = 2675
B-D: estimated transportation cost = 3325

-> no further cost reduction is expected! We stajh wotal costs 02530

© Produktion und Logistik



Hartl, Gansterer Layout and Design 38

3. Group Technology / Cellular Manufacturing ~ *

3.1 Introduction

As early as in the 1920ies it was observed, thabhguproduct-oriented departments to

manufacture standardized products in machine comgdead to reduced transportation. This
can be considered the start@foup Technology(GT). Parts are classified and parts with similar
features are manufactured together with standatdm®cesses. As a consequence, small
"focused factories" are being created as indepdrafErating units within large facilities.

More generally, Group Technology can be considerdtieory of management based on the
principle that'similar things should be done similarlylh our context, "things" include product
design, process planning, fabrication, assemblg, production control. However, in a more
general sense GT may be applied to all activitresuding administrative functions.

The principle of group technology is to divide theanufacturing facility into small groups or
cells of machines. The terreellular manufacturing is often used in this regard. Each of these
cells is dedicated to a specified family or sepaft types. Typically, a cell is a small group of
machines (as a rule of thumb not more than five) ekample would be a machining center with
inspection and monitoring devices, tool and Padr&fe, a robot for part handling, and the
associated control hardware.

The idea of GT can also be used to build largeuggo such as for instance, a department,
possibly composed of several automated cells ograbyanned machines of various types. As
mentioned in Chapter 1 (see also Figure 1.5) piera flow lines are possible, if volumes are
very large. If volumes are very small, and parts\ary different, a functional layout (job shop)
is usually appropriate. In the intermediate casmedium-variety, medium-volureavironments,
group configuration is most appropriate.

GT can produce considerable improvements wherg @ppropriate and the basic idea can be
utilized in all manufacturing environments:

* To the manufacturing engineelGT can be viewed as a role model to obtain the
advantages of flow line systems in environmentwipuesly ruled by job shop layouts.
The idea is to form groups and to aim at a prodlyme- layout within each group (for a
family of parts). Whenever possibleew partsare designed to be compatible with the
processes and tooling of an existing part familllisTway, production experience is
quickly obtained, and standard process plans aptingp can be developed for this
restricted part set.

* To thedesign engineethe idea of GT can mean to standardize produatspaocess
plans. If a new part should be designed, firstieetr the design for a similar, existing
part. Maybe, the need for the new part is elimidatean existing part will suffice. If a

12 This chapter is based on Chapter 6 of Askin & Gtiaige (1993). It is recommended to read
this chapter parallel to the course notes.
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new part is actually needed, the new plan can heldped quickly by relying on
decisions and documentation previously made foilairparts. Hence, the resulting plan
will match current manufacturing procedures andudoent preparation time is reduced.
The design engineer is freed to concentrate omgpiilesign.

In this GT context a typical approach would be tise of composite Part families. Consider e.g.

the parts family shown in Figure 3.1.

Operations Example parls

1

Figure 3.1.Composite Group Technology Part
(Askin & Standridge, 1993, p. 165).

The parameter values for the features of
this single part family have the same
allowable ranges. Each part in the family
requires the same set of machines and
tools; in our example: turning/lathing
(Drehbank), internal drilling
(Bohrmaschine), face milling (Planfrasen),
etc.

Raw material should be reasonably
consistent (e.g. plastic and metallic parts
require different manufacturing operations
and should not be in the same family).

Fixtures can be designed that are capable
of supporting all the actual realizations of
the composite parts within the family.

Standard machine setups are often possible
with little or no changeover required
between the different parts within the

family (same material, same fixture

method, similar size, same tools/machines
required).

In the functional procesgjob shop) layout, all parts travel through #wtire shop Scheduling
and material control are complicated. Job pricsiaee difficult to set, and large WIP inventories
are used to assure reasonable capacity utilisatio8.T, each part type flows only through its
specific group area. The reduced setup time alfaster adjustment to changing conditions.

Often, workers are cross-trained on all machingkiwithe group and follow the job from Start
to finish. This usually leads to higher job satisi@n/motivation and higher efficiency.

For smaller-volume part families it may be necegsarinclude several such part families in a

machine group to justify machine utilization.

One can identify thredifferent types group layout
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Part family

o
I

2“’13:3'*’.“"—?’"7!1 @

Figure 3.2a.GT flow line

(Askin & Standridge, 1993, p. 167).

Part famity 2 Part family 1

|,
| AT

Figure 3.2b.GT cell
(Askin & Standridge, 1993, p. 167).

Part family 1 Part family 2

wwﬁwﬁ

I_

T 2L | L

Figure 3.2¢c.GT center
(Askin & Standridge, 1993, p. 167).

In a GT flow line concept all parts
w:mining  @ssigned to a group follow the same
fff:;?:g machine sequence and require relatively
cainaing  Proportional time requirements on each

D: Drilling machine.

The GT flow line operates as raixed-
product assembly linsystem; see Figure
3.2a. Automated transfer mechanisms
may be possible. See also Chapter 4 for
mixed-product assembly lines.

The classicalGT cell allows parts to move from
any machine to any other machine. Flow is not
unidirectional. However, since machines are
located in close proximity short and fast transfer
is possible.

TheGT centermay be appropriate when

* large machines have already been located anc
cannot be moved, or

e product mix and part families are dynamic
and would require frequent relayout.

Then, machines may be located as in a proces:
layout by using functional departments (job

shops), but each machine is dedicated to
producing only certain Part families. This way,

only the tooling and control advantages of GT

can be achieved. Compared to a GT cell layout,
increased material handling is necessary.
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GT offers numerous benefits w.r.t. throughput tifélP inventory, materials handling, job
satisfaction, fixtures, setup time, space needaslitgufinished goods, and labor costad also
Chapter 6.1 of Askin & Standridge, 1993.

In general, GT simplifies and standardizes. The@ggh to simplify, standardize, and internalize
through repetition produces efficiency.

Since a workcenter will work only on a family ofrslar parts generic fixtures can be developed
and used. Tooling can be stored locally since paittsalways be processed through the same
machines. Tool changes may be required due toanteat only, not part changeovers (e.g. a press
may have a generic fixture that can hold all thespia a family without any change or simply by
changing a part-specific insert secured by a sisglew. Hencesetup timeis reduced, and
tooling cost is reduced. Using queuing theory (MINMiodel) it is possible to show that if setup
time is reduced, also the throughput time for §stesn is reduced by the same percentage.

3.2 How to form groups

Askin & Standridge, 1993, Chapter 6.2 providessa tif seven characteristics of successful
groups:

Characteristic Description

Team specified team of dedicated workers

Products specified set of products and no others

Facilities specified set of (mainly) dedicated maek equipment

Group layout dedicated contiguous space for setfacilities

Target common group goal, established at staraci @eriod

Independence buffers between groups; groups cah gemls independently

Size Preferably 6-15 workers (small enough to acadeam with a
common goal; large enough to contain all necesssgurces)

Clearly, also the organization should be struct@medind groups. Each group performs functions
that in many cases were previously attributed ti@int functional departments. For instance, in
most situations employee bonuses should be basgobap performance.

Worker empowerment is an important aspect of mame#ld. Exchanging ideas and work load
is necessary. Many groups are allocated the regplitysfor individual work assignments. By
cross-training of technical skills, at least tworlers can perform each task and all workers can
perform multiple tasks. Hence the there is somellkty in work assignments.
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The group should be an independent profit centespime sense. It should also retain the
responsibility for its performance and authorityaféect that performance. The group is a single
entity and must act together to resolve problems.

There are three basic steps in group technologypig:

1. coding
2. classification
3. layout.

These will be discussed in separate subsections.

3.3 Coding schemes

The knowledge concerning the similarities betweantspmust be coded somehow. This will
facilitate determination and retrieval of similaar{s. Often this involves the assignment of a
symbolic or numerical description to parts (partmiwer) based on their design and
manufacturing characteristics. However, it may asoply mean listing the machines used by
each part.

There are four major issues in the constructioa odding system:

* part (component) population
» code detalil

» code structure, and

(digital) representation.

Numerous codes exist, including Brisch-Birn, MULTIWESS, and KK-3. One of the most
widely used coding systems is OPITZ. Many firmstoosze existing coding systems to their
specific needs. Important aspects are

* The code should be sufficiently flexible to hanfileure as well as current parts.

» The scope of part types to be included must be kn¢svg. are the parts rotational,
prismatic, sheet metal, etc.?)

 To be useful, the code must discriminate betweets paith different values for key
attributes (material, tolerances, required machiets)

Code detailis crucial to the success of the coding projeidt¢al is a short code that uniquely
identifies each part and fully describes the pamfdesign and manufacturing viewpoints,

« Too much detail results in cumbersome codes andwthste of resources in data
collection.
* With too few details and the code becomes useless.

As a general rule, all information necessary fayuging the part for manufacturing should be
included in the code whenever possible. Featukesdutside shape, end shape, internal shape,
holes, and dimensions are typically included indbding scheme.
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W.r.t. code structure codes are generally classified as, hierarchialo( called monocode),
chain (also called polycode), or hybrid. This ipkaned in Figure 3.3 (taken from Askin &

Standridge, 1993).

Non-rotational

Rotational

Smoath
external
shape

Figure 3.3a.Hierarchical structure.

Code Digit 1 2 3 4 )
Feature Qutside shape Inside shape Holes Surface Machining

Value
None None No None

1

Smooth

. External groove
axial

Smooth Smooth

Smooth

radial External spline

Stepped ends

2
3 Stepped ends
4

Axial and

. nternal curved
radial Inte

Stepped and threads | Stepped and threads

Figure 3.3b.Chain structure.

Code digit
4

Figure 3.3c.Chain structure.

Hierarchical codestructure: the meaning of a

digit in the code depends on the values of
preceding digits. The value of 3 in the third
place may indicate

« the existence of internal threads in a

rotational part: "132"

* a smooth internal feature: "22"

Hierarchical codes are efficient; they only
consider relevant information at each digit. But
they are difficult to learn because of the large
number of conditional inferences.

Chain code each value for each digit of the
code has a consistent meaning. The value 3 in
the third place has the same meaning for all
parts.

They are easier to learn but less efficient.
Certain digits may be almost meaningless for
some parts.

Since both hierarchical and chain codes have
advantages, many commercial codes are
hybrid: combination of both:

Some section of the code is a chain code and
then several hierarchical digits further detail

the specified characteristics. Several such
sections may exist. One example of a hybrid
code is OPITZ.

The final decision iszode representatiorilhe digits can be

e numericor evenbinary, for direct use in computer (storage and retri@fatiency)

» alphabetic humans are more comfortable with a coding likeé ft8 smooth or "T" for

thread Gewindé than with digits

The proper decision process involves the designineeg manufacturing engineer, and

Computer scientist working together as a team.

A well known coding system is OPITZ. It can haveegtions:
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* it starts with a five-digit "geometric form code"

» followed by a fourdigit "supplementary code."

» This may be followed by a company-specific fouridigecondary code" intended for
describing production operations and sequencing.

Digit 1 shows
whether the part is
rotational and also the

Geometrical Form Code basic dimension ratio
Digit 3 Digit 4 Digit & . .
Rotationa! Plane  Auxiliary holes (length/diameter if
Digit 1 Digit 2 surface surface gear teeth i
Component class iiain shape  machining machining forming IrOtattlfcl)/na'lc’lth i
ength/wi [
0 UD<05 I 9 .
L External b= Intemal —| Plane | {Aux. hotes, nonrotational).
05<UD<3 —ri == — surface —— and
l_ < shape [TT]  shape ] machining [ gear teeth L i
2|g| w3 7 Digit 2: main external
Ak With Rotational shape; artl
12 0% sovation ™~ Qreral | machinng, | — suioce [ e e de Fe):ndent on dipit 1y
4] |upsz Mith L ShePe [internal and T machining | | forming p git 1.
" 5 ial shape . . « .
5 pecta elements Digit 3: main internal
AB<3 Overalt
6
E AC=24 shape \ Prinicipal — Plane  [__{Aux. holes, Shape'
7|8 wB>3 e R b Thoes [ sufece o teem
e AEEs || Overal 1] machining [~ ferming Digit 4: machining
W e heps requirements for plane
° Special 1 Dimensions surfaces.
= |2 iaterial
w .. o
S 13 |Raw materiat form Digit 5: auxiliary
4 Accuracy features like

Special Supplementary Code additional holes, etc.

Figure 3.4.0verview of the Opitz code (Askin & Standridge, 398. For more details on
167). the meaning of these

digits see Figure 6.6 in

Askin & Standridge,

1993.
Code 3L/02z3.0
5 Stepped with thread (external)
4 Stepped by smotc‘)!hl {internal)
0 Mo surface machining . .
0 No ausiliary holes Figure 3.4.0Opitz code An example for a
UNG thread for sample part (Askin coded Part is shown in

& Standridge, 1993, p. Figure 3.5.

LT e 167).
,L _HHHH#)LH’"L_ __________ | Correct code: 224 0

0

w
R
[=]

1.260

Part coding is helpful for design and group formiati But, the time and cost involved in
collecting data, determining part families, andrraaging facilities can be seen as the major
disadvantage of GT. For designing new facilitied @noduct lines, this is not so problematic:
Parts must be identified and designed, and faslithust be constructed anyway. The extra effort
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to plan under a GT framework is marginal, and tteenework facilitates standardization and
operation thereafter. Hence, GT is a logical apgrda product and facility planning.

3.4 Classification (group formation)

Here, part codes and other information are usedstign parts to families. Part families are
assigned to groups along with the machines requir@doduce the parts. A variety of models for
forming part-machine groups are available in therditure, as can be seen from the following
figure:

Wisual Similarity
Method Mol et s Cocflicients
Formulation
Maray-Based
Mlcthod
Giroup Production
] Graph Theory
Technology Flow Amnal Integer
Programming
Mlathematical Linear
Formulation Prooramminge
Dyvnamic
Programming
COnher Systems
Structures Simulations
Expert
Monocode
Systems
FHicrarchical
MNeural
Parts Coding Polveode
MNetworks
Analwsis (Chain Typay
Fuzzy Sets
B - . ) Flvbrid
Figure 2.1 Taxonomic review framewaork INheory
{Mhlixed)

Figure 3.5.Methods of group formation (xxxx).

In addition to simple visual methods based on egpee and the use of coding schemes, there is
a class of mathematical methods calkedduction Flow Analysis (PFA).

3.5 Production Flow Analysis (PFA)

To group machines, part routings must be knownti@ecthis presents a method for clustering
part operations onto specific machines to prouiie routing information.
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The basic idea is:

 identify items that are made with the same processes / the same equipment
» These parts are assembled into a part family
* Can be grouped into a cell to minimize material handling requirements.

The clustering methods can be classified into:

» Part family grouping Form part families and then group machines ieftsc
* Machine groupingForm machine cells based upon similarities irt pauting and then
allocate parts to cells

* Machine-part groupingForm part families and machine cells simultangous

The most typical methods are timachine-part groupingnes. Typically one starts with a matrix
that shows whiclpart types require which machine types. The aim is to sort the part types
and machines such that some kind of block diagonal structure is obtained:

Part
Machine 13 2 8 6 115 1 10 7 4 3|15 9 12 14
B g B & B
D g E B £
A BE B E B B§
H EE E & 3
i g g i
E £ E B g
¢ E B E
G i §
F g g B

Figure 3.6.Matrix of machine usage (Askin and Standridge).

In case of the example in Figure 3.6, it is eadyuitd groups:

* Group 1: parts {13, 2, 8, 6, 11 }, machines {B, D}
« Group 2: parts {5, 1, 10, 7, 4, 3}, machines {A, IHE}
e Group 3: parts { 15, 9, 12, 14}, machines {C, G, F}

But the question is how this sorting can be doreidds heuristic and exact methods have been
developed. The simplest one is binary orderingy &lsown asrank order clustering or King’'s
algorithm
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3.5.1 Binary Ordering (Rank Order Clustering, King’ s Algorithm)

This is is done in three steps

* Interpret rows and columns as binary numbers
» Sort rows w.r.t. decreasing binary numbers
* Sort columns w.r.t. decreasing binary numbers

This will be illustrated in a simplexample(from Gunther and Tempelmeier, 1995) with 6 parts
and 5 machines:

part
machinef 1 | 2 | 3 | 4 | 5| 6
A - 1 - 1 - -
B 1 - 1 - 1 1
C - 1 1 1 - 1
D 1 - - - 1 1
E o I

First, therowsare interpreted as binary numbers and sorted

part

machine| 1 2 3 4 5 6 value

A |-l -1 -] -

w
[
1

[
1

[ —

[ —

ol O
[ERN
[
[
[ —

E | - | -] -]l1] 1| -

e 32 | 16| 8 4 2 1

This gives a new ordering of the machines: B —©O—A — E. Next, we sodolumnsw.r.t.
decreasing binary numbers (note the new orderves ttere):

part

machine 11213|4|5]|6 2%
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B 1(-11) -1 16

D 1(-1-]1-(1 6

C -1 1{1] 1] - 4

A -1 -11] - 2

E -1-1-11]1 1
value

This gives a new ordering of parts: 6-5-1-3-4-2.
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The matrix with rows and columns in the new order i

part
machine 1(3 2
B 11 1 -
D 1] - -
C -11 1
A -1 - 1
E - - -

Now 2 groups can be formed

* Group 1: parts {6, 5, 1}, machines {B, D}
* Group 2: parts { 3, 4, 2}, machines {C, A, E}

Parts 1, 4, and 2 can be produced in one cellr@imaining items 6, 5, and 3 are outside the bold
rectangles (indicating the block diagonal structared cause problems. There are, in principle 3

possibilities:

1. these parts produced in both cells, i.e. partrBasly produced in cell 1 but for

operation on machine C it has to be transportegiic®

2. machines B, C, and E have to be duplicated, scathparts can be produced within

one cell

3. some parts that do not fit at all could also besgito subcontractors

Binary Ordering is a simple heuristis no guarantee that ,,optimal” ordering is obtained.

Sometimes a better better block-diagonal strudtuiobtained by repeating the Binary Ordering
until there is no change anymore. In the above @kathis yields the final form of the matrix

part
machine| 6 1]3 value
B 1 1y 1| - 60
D 1 1y -| - 56
C 1 -1 1)1 39
E - -1 -1 1 3
A - -1 -11 18
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value |[28|26|24|20( 7| 5

Hence, repeated Binary Ordering did not help ia gxample.

3.5.2 Single-Pass Heuristic Considering Capacities (Askin and Standridge)

In the previous section we assumed that all mashiage sufficient capacity to produce all
products that need to go on this machine, i.e.gnered capacity. The following algorithm by
Askin and Standridge extends the model by intrayicapacity considerations:

We make the following assumptions:

» All partsmustbe processed in one cell (machines must be digdicd off-diagonal
elements occur in the matrix)

» All machines haveapacities(normalized to be 1)

» There are constraints on number of identical mahin a group

* There are constraints on total number of machimesgroup
Example: We will demonstrate the methods in an examplen{f@inther and Tempelmeier,
1995) with 7 parts and 6 machines. At most 4 mashaan be in a group and not mot than one
copy of each machine is allowed in each group.fdlewing matrix contains the processing

times (incl. set up times) for typical lot sizeparts on machines (i.e., the entries in matrix are
not just 0/1 for used/not used). All times are nalired as percentage of total machine capacity:

part

machine 11 2| 3| 4] 5| 6| 7| sum min. # machines

A 03] -] -1]-106[ - | - 0.9 1
B - 103 - (03] - | - (0.1

C 04| -] -105] - |03 -

D 0.2] - |10.4] - |0.3] - [05

E - 104 - | - - |05 -

F - 10.2{0.3{04| - | - [ 0.2

By summing up all entries in a row we obtain tetelchine utilization. If this value exceeds one,
at least two machines are needed. More generaiyntimber must be rounded up to the next
integer to give theninimum number of machinaseded. It should be noted, that this minimum
number of machines islawer bound It may be necessary to use more copies of sonchimes
than this minimum number suggests.

Summing up theninimum number of machinés all machine types we obtain, that at least 9
machines are needed. Since not more than 4 madniegermitted in a group, we know that at
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least 9/4 = 2,25 groups are needed. Since onlgeénteumbers of groups make sense, this must
be rounded up to obtain thewver bound on the number of groups least 3 groups.
The Single-Pass Heuristic by Askin and Standridgeonsists of the two steps
1. obtain (nearly) block diagonal structure (e.g. gddinary Ordering)
2. form cells/groups one after another:
» Assign parts to groups (in sorting order)
» Also include necessary machines in group
* Add parts to group until either
o the capacity of some machine would be exceeded, or

o the maximum number of machines would be exceeded
Example continued:

For binary sorting treat all entries as 1s. Theltes the matrix

part

machine 11 5 717 3 4 § 2
D 0.2(0.3]0.5(0.4| - | - | -
C 04 - | -] - (0503 -
A 0.3|106| - | - | - | - | -
F -1 -10.20.3(04] - [0.2
B -1 -101 - 103} - |03
E -| -] -| -] -|0g04

Hence, the parts are considered in the followirgorD -C - A—-F-B - E.

Iteration|part chosgn group assigned machines remaining capacity
1 1
2 5
3 7
4 3
5 4
6 6
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7 2

The final solution consists of the three cells:

* Group 1: parts {1, 5}, machines {D, C, A}
* Group 2: parts {7, 3, 4}, machines {D, F, B, C}
» Group 3: parts {6, 2}, machines {C, E, F, B}

We can compare the machines used with the theakratinimum numbers computed earlier:

part
machine| 1| 2 3| 4 5 6 7 surln min.Single-Pass Heuristig
A 03] - - - 106| - - 0.9 1 1
B - 103] - 103} - - 101 07| 1 2
C 04| - - {05 - [ 03] - 12| 2 3
D 0.2f - |04 - |03 - |05 14| 2 2
E - | 04 - - - 105 - 09| 1 1
F -102(03[04] - - 102 11| 2 2

Apparently, we need one more copy of machine Bi¢eiad of 1) and one more copy of machine
C (3 instead of 2).

We should note, that the Single-pass heuristicsifii\und Standridge is a simple heuristic.
Hence, it gives not necessarily an optimal solufrmm possible number of machines).

3.5.3 LP-Model for the model by Askin and Standridg e

The assignment of machines and parts to groupsasity be formulated as a binary integer
program BIP. Let us consider exactly the same prolds in the previous subsection and let the
objective be the (weighted) number of machines used

We will use the following notation:

ial cells, groups

jad parts

kOK machine types

a capacity of machine tygeneeded for paijt
M max number of Maschinen per group
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Furthermore, per group only one copy of each mactyipe is permitted. The decision variables
are:

X; =1, if partj is assigend to group(and = 0, otherwise)

Y. =1, if machine typdis assigend to group(and = 0, otherwise)

The objective is the toral number of machines used:

> > Yy — min!

0 kOK

subject to the constraints:

D% =1 jodJd (each part in exactly one group)

i

Zajk 0 < Vi idlL,kOK  (capacity of machinkin groupi)

i

Zyik <M ol (not more tham machines in group
KOK

X; D{O,]} idl,jdJ (binary variables)

y, 0{o1} idl,kOK (binary variables)

The opti al solution can be computed using somadsta LP solvers. In the simptgample
above this can be dobe using the EXCEL solver — see #e%n the course homepage. The
optimal solution is:

group parts machines Remaining capacity
1 2,4,6 B,C,EF B (0.4), C (0.2), E (0.1),0r4)
2 1,5 A, C,D A (0.1), C (0.6), D (0.5)
3 3,7 B,D,F B (0.9), D (0.1), F (0.5)

Hence, the simple single-pass heuristic did nat fire optimal solution:

part

maching 1 | 2| 3| 4| 5| 6[ 7| surmin. # Single-Pass Heul. opt

A 03 - -|-106 -]-]109| 1 1 1
B -103f - 103 - | -101 07| 1 2 2
C 04 - | - |05 -]03[ - |12 2 3 2
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D 0.2 - [0.4] - |03 - 105114 2 2 2
E -104] - |-[-109 -]]09| 1 1 1
F - 10.2/0.3(0.4( -] -(02 11| 2 2 2
Sum 9 11 10

3.5.4. Clustering using Similarity Coefficients

Another method of clustering is based on similacigfficients. The idea is to identify machines
which are used more or less for the same partscapdt these in a group. We define:

N; .... Number of parts visiting machine
N .... Number of parts visiting machinesnd;

Then thesimilarity coefficientoetween machingsandj is defined as:

S = max{& i} = A
j

n’n, min{ni,njf

Example: (from Askin and Standridge) 6 machines and 8 paltshese calculations can easily
be performed using EXCEL; seethe course homepage

parts 1"
machine 1 2 3 4 5 6 7 8
A 1 1 1 3
B 1 1 1 3
C 1 1 1 1 4
D 1 1 1 1 4
E 1 1 2
F 1 1 2

The valuesy; can be computed:

Njj parts

machine 1 2 3 4 5 6 7 8

A
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E

F

This gives the similarity coefficients:

Sj parts

machine A B C D E F
A 1 1 0,33 0 0 0
B 1 1 0,33 0 0 0
C 0,33 0,33 1 0,75 0 0
D 0 0 0,75 1 0,5 0,5
E 0 0 0 0,5 1 1
F 0 0 0 0,5 1 1

These have a similar function as the savings vadoew/n from transportation logistics. The
following hierarchical clustering heuristic is vesynilar to the savings algorithm known from
VRP.

Before proceeding, one can eliminate all entrigb gji< T, whereT is some parameter between
0 and 1. By omitting the “weak” links the structirecomes clearer. Here, we chodse 1 and
we do not eliminate any links at the moment.

Hierarchical clustering heuristic:

1. Form N initial clusters (one for each machine). @aie similarity coefficients; for all
machine pairs.

2. Merge clusters: Latandj range over all clusters. Choose the pair if clgsfér j*) that
has the highest similarity coefficiegt Merge clusters® andj* if possible.
If more than one cluster remains, go to 3. othervige s

3. Update coefficients: Remove rows and columing® from the similarity coefficient
matrix. Replace them with a new rdvand a new columk. For all remaining clusters
the updated similarity coefficients of this newstkrk are computed as:

Sk = max {Si«, S}
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In step 3, when clustersandj* are joined to become the new clustehe new similarity

coefficient to some other clustieis computed as the maximum of the correspondimglagiity

coefficient of clusters® andj*. This is one possible setting.

» Other updating rules are possible, such as e.gatreage of the corresponding
similarity coefficients.

In the first iteration, groups = A andj* = B are joined to become new grokig AB. The
updated similarity coefficients are

Sj parts

maching AB C D E F
AB 1 0,33 0 0 0
C 0,33 1 0,75 0 0
D 0 0,75 1 0,5 0,5
E 0 0 0,5 1 1
F 0 0 0,5 1 1

In the next iteration, clusters= E andj* = F are joined to become new grokig EF. The
updated similarity coefficients are:

Next, clusters* = C andj* = D are joined to become new grokig CD. The updated similarity

coefficients are:

Sj parts

maching  AB C D EF
AB 1 0,33 0 0
C 0,33 1 0,75 0
D 0 0,75 1 0,5
EF 0 0 0,5 1

Sj parts
machine AB CD EF
AB 1 0,33 0
CD 0,33 1 0,5
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EF ‘ 0 ‘ 0,5 ‘ 1 ‘

If groups should be joined further (because thestramts permit this), clusters= CD andj* =
EF are joined to become new grdup CDEF.

The following figure shows at which Miachine
thresholds (corresponding Tomentioned 4 B ¢ D E F 6gous
above) which groups can be formed. 10 L L] 4 groups

ForT = 1 only the groups AB and EF can be
formed, while machines C an d form their
own single machine roups.

75 b~ 3 groups

ForT = below 0.33 all machines are joined in
one group.

Threshold

50 2 groups

.33 |- 1 group

Figure 3.7.Dendogram for a hierarchical
clustering (Askin and Standridge).

3.5.5. Group Formation using Graph Partitioning

When machines have common parts, ng> 0 in the notation of Section 3.5.4, then idedigy
should be in the same group. Otherwise, duplicasfanachines or transportation between
groups is necessary. This could be graphicallyasgted as a graph with the nodes being the
machines, where edges between machines mean coparten

1,23
Figure 3.8.Graph representation of the @
example (Askin and Standridge);
numbers at the edges are the commo!
parts. 78

Then group formation can be seen as a specialoéagaph partitioning. This can be formulated
as follows:

Given a graph with nodes and edges, find a paritig of the node set into a (given)
number of disjoint subsets of approximately eqizd, such that the total cost of edges
that connect nodes of different subsets is minohize

Graph partitioning is an np-hard combinatorial oytiation problem. Various exact and heuristic
methods have been developed over the past ded&dedescribe a simple and well known
heuristic by Kernighan and Lin (1970) for clusterin two subsets.
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3.5.5.1 Graph partitioning heuristic by Kernighamal Lin (KL)

Input: A weighted graph G = (V, E) with
* Vertex set V. (|V| = 2n)
 Edge SetE. ([E| =€)
» Costcpg for each edge (A, B) in E.
Output: 2 subsets X & Y such that

e V=XOVY and XnY={} (i.e. partition)

» Each subset (group) has n vertices

» Total cost of edges “crossing” the partition is mrized.
Complete enumeration (brute force) is not posgiibehard):

* Try all possible bisections. Choose the best one.
« If there are 2n verticess number of possibilities = (2n)! / (n!)2 £
* For 4 vertices (A,B,C,D), 3 possibilities

1. X={A, B} & Y ={C, D}
2. X={A,C} & Y ={B, D}

3. X={A,D} & Y={B, C}

+ For 100 vertices= 5x 107 possibilities

KL-Algorithm:

The KL-Algorithm is an improvement algorithm, ttsarts with any initial partition X and Y

(e.g. obtained using any constructive algorithm)

» A passmeans exchanging each vertexIA with each vertex B1 Y exactly once:

1. Fori:=1tondo
From all unlocked (unexchanged) vertices,
choose a pair (A, B) such that the gain(A, B) rgdst.
Exchange A and B. Lock A and B.
Let gi = gain(A, B). (can also be negative)
2. Find thek s.t.G =g, + ... +gk IS maximized.

3. Switch the first k pairs.

* Repeat the pass until there is no more improvelf@&nt0).

The complexity of this algorithm (in a naive implentation) is as follows. For each pass®(
time is needed to find the best pair to exchangeirs are exchangeg the total time is O3)
per pass. But there are better implementationrteed! OG?lg n) time per pass. And the number

of passes is usually small.
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Example for KL-Algorithm:

Initial weighted graplt with 6 vertices (nodes),

V(G)={a,b,cdef}
Start with any partition of V(G) into X and Y, e.g.

X={a,ce}
Y={b,d,f}

The cut value is the sum of all edge costs betwieen
2 sets:

cut-size = 3+1+2+4+6 = 16

Try to improve this partitioning (i.e. reduce cutey
using KL.

For each node Kl { a, b, c, d, e, f }.compute the gain values ofving nodex to the others set:

Gx = Ex - Ix
where
Ex = cost of edges connecting node x with the otheugi(extra)
Ix = cost of edges connecting node x within its owsug (intra)
This gives:

Ga=Ea—1,=3-4-2=-3
Ge=E.-1.=1+2+4-4-3=0
Ge=Ec—le=6-2-3=+1
Gp=Ep—1p=3+1-2=+2
Gi=Ei—-1yg=2-2-1=-1
Gi=E—-1lf =4+6-1=+9

Cost saving when exchangiagndb is essentiallyc, + Gy,

However, the cost saving 3 of the direct edgdo) was counted twice. But this edge still
connects the two different groups must be added twice. Hence, the real “gain” (sastng) of
this exchange is

Oab = Ga + Gy - 2Cap

Must compute this for all possible combinationsrga
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Oab=Ga+Gp—Wgp=—3+2-B=—7
gadea+Gd—2Nad=—3—1—m:_4
0t =Ga+Gi— g =—3+9 - =+6

Ob=Gc+Gp—Wep=0+2-21 = O

I
|
ol

Ocd=Gc+Gyg—Weq=0-1-22
0f=Gc+Gr—2Wy =0+9-24 =+1
Oeb=Ge+Gp— Wep=+1+2 -2 =+1
0ed=Ge+ Gy — Wegg=+1-1-0D= 0
Oet= Ge+ Gi— Wt =+1+9-2B=-2
The maximum gain is obtained by exchanging n@dasdf = new cut-size = 16 —6 =10
Perform this exchange

Verify: new cut-size = 1+1+2+4+2=10

Lock all exchanged nodea éndf)

3 New sets of unlocked nodes:
X ={c,e}
Y'={b,d}

Update the G-values of unlocked nodes

Ge=Ge+ 20— =0+2(4—-4)=0

G'e=Ge+ 2ea— Lt =1+ 2(2-6) =7
Gp=Gp+ 2Xpi—Xpa=2+2(0-3)=-4
G'g=Gy+ Xy — Xga=—-1+2(1—0) =1
Compute the gains:

Gob = G¢ + Gp — Wep =

Ocd = Ge + Gy — g =

Geb = Ge + Gp — Wep =

Oed = Ge + Gy — Weq =

Pair with maximum gain (can also be neative) igljc,
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Perform this exchange betweeandd.
new cut-size = =10-(-3) =13

Lock all exchanged nodes &ndd)

3 New sets of unlocked nodes:
X ={e}
Y'={b}

Update the G-values of unlocked nodes
Ge=G+ 2Gd— 2Gc=

Gpr=G +204— 26~

Compute the gains:
Oeb=GetGp—Xep =-1-2-H0 =-3

Summary of the Gains..
0:0 gl e +6
o Lt =+t6-3=+3
<> O1+Q+0gs=+6-3-3=0
Maximum gain igy; = +6 = Exchange only nodesandf. End of 1 pass.

This pass must be repeated until no changes aesvaasany more.

3.5.5.1 Application of graph partitioning (KL) torgup formation
We do this in the above example:

parts

maching 1 2 3 4 5 6 7 8

1 1 1 @ 1,23

m © O @
[EY
=
[EY
[EY
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F ‘ 1 1

Assume that from capacity considerations (min nunobenachines) it is clear that at least 2
copies of machines A, B, and C are necessary. Heaauplicate machines A, B, and C:

parts

maching 1 2 3 4 5 6 7 8

Al 1 1

Bl 1 1

A2 1
B2 1
C1l 1

C2 1 1 1

This gives the graph, where the casts n; from Section 3.5.4 (i.e. the number of common
parts).

Dummy

|
!
|
|
[
1
|
I
I
i
I
|
|
|

Group 1 Group 2 Group 3

Let us assume that we need 3 clusters with at 22astl at most 4 machines each. We start with
an initial clustering with 3 machines each. Fosthve simply use the rows of the above matrix
(apparently this is not the best clustering, butwaat to demonstrate the improvement step).

Note that we have also added dummy machines /withh @ost connections) to represent empty
spaces that could be occupied by real machines that up to 4 machines are permitted).

We start with optimizing the partition Group 1 =1AA2, B1, Dummy1} and Group 2 = {B2,
C1, C2, Dummy2} while we keep Group 3 = {D, E, Fyildmy3} unchanged for the moment.

Next, we apply the KL heuristic to Group 1 and Gr@u
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For all nodes in these groups, we compit)dy, andG,.

Group Node i E I Gi
1 Al 0 2 -2
Bl 0 2 -2
A2 1 0 1
Dummyl 0 0 0
2 B2 1 1 0
C1 0 1 -1
C2 0 0 0
Dummy?2 0 0 0
Next we compute th€;
Node i Node j Gj Gj Gj
Al B2 -2 -4
C1 -3 -3
C2 -2 -2
Dummy2 -2
Bl B2 -2 -4
C1 -3 -3
C2 -2 -2
Dummy2 -2
A2 B2 -1
C1 0
C2 1
Dummy2 1~
Dummy1l B2 0 -2
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C1 -1 -1
C2 0 0
Dummy2 0

We could choose the pairs (A2, C2), (A2, Dummy2)@ummyl, C1). We arbitrarily choose
(A2, Dummy2) and fix these two machines (nodesgnve updat&;:

Gi = Gi + 2Ga2 — 2Goummy2in Group 1 and5™" = G; + 2Cpummy2— 2Ga2 in Group 2.

Group Node i G G
1 Al -2+0-0 =-2
Bl -2+0-0 =-2
Dummy?2
Dummyl 0
2 B2 0+0-2=-2
C1 -1+0-0 =-1
Cc2 0+0-0=0
A2

Then we updat&; We can do this in the above table in a new coludmimprovements
possible, but the switch (Dummy1, C2) is the best o change in cost). This change is
performed and the machines Dummyl, C2 are fixew §f@up 1 = {Al, B1,-Bummy2cZ and
group 2 = {B2, C1-Bummy1A2} where fixed values are cancelled. Next step W@ithandG; .

We see that only the first step brought an imprcemnand get the new partition:
group 1 = {Al, B1, Dummy2, Dummy1}, and group 2BZ, C1, C2, A2}.

We could repeat this pass of the KL heuristic,dite the cut-value of this partition is zero, we
know that this is already the optimal partitiontleése 8 machines (including 2 dummies).

383
2
3
~
[

|
!
|
|
[
1
|
I
I
i
I
|
|
|

Group 1

© Produktion und Logistik



Hartl, Gansterer Layout and Design 65

In a similar way, the KL heuristic can be appliedgtoups 2 and 3 to exchange C2 and Dummya3.
Then the optimal partition with cut-value zero gained in this example.

In general, this procedure is a heuristic anditoisguaranteed that an optimal partition is found.

3.5.6 Group analysis without binary ordering: “key" machine

In the previous section we have briefly discussegly theoretic methods based on KL. This was
an improvement heuristic (to improve a given piani), or it could also be used as a constructive
method. Using the idea of recursive bisectiont fin® groups (af approvimately equal size) are
formed. Each of these is then split into two subgeoand so on. Aftdesuch steps one ha$ 2
groups.

Askin and Standridge (1993, § 6.4.1) also preseotieer simple algorithm, that does not need
binary ordering and where the opposite approacisesl, i.e., where “atomic” subgroups are
formed that can subsequently be combined to laygams:

1. The machine with the fewest part types is called'lkey" machine. A subgroup is
formed from all the parts that visit this key mashalong with all machines required by
these part types.

2. Check if (except for the key machine) the machingke subgroup fall into two or more
disjoint sets with respect to the parts they seniisjoint subsetsof the subgroup
exist, the subgroup is again subdivided into mldtgubgroups.

If any machine is included in the subgroup dueutt pne part type, then this machine is
termedexceptionaland removed.

Steps 1 and 2 are repeated until all parts and imeslare assigned to subgroups.
3. The final step involves combining subgroups intougs of the desired size. Subgroups
with the greatest number of common machine typesambined.

Example: parts

maching 1 2 3 4 5 6 7 8

(no duplication of machines) A 1 1 1

B 1 1 1

C 1 1 1 1

D 1 1 1 1

E 1 1
F 1 1

The data has been ordered using binary orderitigagimilarities are more easily seen.
However, this is not necessary in this method.

Solution:
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Iteration 1:

Step 1. Identify a key machine.
Machines E and F receive the fewest componenfbitrarily chooseE as key machine.
Parts 7 and 8, visit E. These parts require mashHnds, and F, thus forming a subgroup.

Step 2. Check for subgroup division:
Ignoring machine E, all parts visit machine=Fsubgroup cannot be further subdivided.
Machine D is used only for part & D is exceptional for this subgroup and is removed

Iteration 2:

Stepl . Identify new key machine. Six parts remain.
All machines receive at least three pattdArbitrarily choose A.
Parts 1, 2, and 3 form the subgroup along with nm&shA, B, and C.

Step2 . Subgroup division:
Removing machine A does not create disjoint subggdar parts 1,2, and 3.
Machine C is used for part 3 on#y exceptional= remove.

Iteration 3:

Stepl . Identify a new key machine. Only parts,4ril 6 remain.
C is the key machine. The subgroup becomes pa¥tsahd 6 along with machines C and
D.

Step2 . No further subdivision is possible. No @tmmal machine.

Result of Steps 1 and 2: parts

maching 1 2 3 4 5 6 7 8

C 1 1 1 1

D 1 1 1 1

E 1 1
F 1 1

Step3 . Aggregation: The decision maker can noangit to recombine the three subgroups into
a set of workable groups of desired size.
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3.6 Metaheuristics

We have briefly discussed some of the classicadtcoctive heuristics and improvement
heuristics from the literature.

Since we are dealing with a tactical problem (ihatot solved every day) where long
computation times are acceptable, it makes seng@dst more time. This can be done by
applying metaheuristics, exact methods (up to ticeproblem size) and combined methods
(matheuristics).

There is a large literature on applying metaheiggsind grouping or clustering problems
(mainly genetic algorithms or tabu search). Newaess, various possibilities exist to come up
with new metaheuristic approaches.

Examples:

» Since the similarity coefficients are rather simtlathe savings values of transportation
logistics (VRP), the idea of a savings based astesgy for VRP could be transferred to
grouping problems.

* The KL algorithm could be considered a local sedncaybe in a simplified faster
version), and could be combined with some largekisiy steps to a VNS. Other fast
local searches (exchange and move) could be coerdide

* A matheuristic could easily be constructed by apgl.g. the principle of destroy and
reconstruct: for a large problem, a subset of ggarquid be “destroyed” and all their
machines and parts could be freed. Then this snaldlem (considering only these
parts and machines) could be solved using some abgarithm (e.g. applying CPLEX to
a MIP formulation).

When designing metaheuristics or matheuristicgfouping problems, there are also 2
possibilities:

» Work directly on the model formulation (e.g. theoab examples)

* Use a more aggregated representation and then sqply constructive algorithm to
compute the solution out of it. For example, theéaheuristic could just work on the
ordering of parts and machines (to give a betteclktliagonal structure than binary
ordering) and then the single pass heuristic byiltAakd Standridge could be used to
construct a solution.

It should also be noted that there ate variousekasf grouping problems that differ w.r.t.
objective and constraints. This concerns e.g. dafin of machines and/or inter-group
transport, etc.
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4. Exact Methods for Assembly Line Balancing

We have seen in the beginning of this chapter,ahaissembly Line Balancing (ALB) problem
can be represented as a binary LP. Smaller ingdarasebe simply solved by using a general
purpose LP-solver. For very large instances ofripihard problem, heuristics need to be used -
see the previous sections.

Since ALB problems are tactical problems that ateexl only now and then, the results need not
be available very soon and computation time capriimciple be quite long.

Hence, a number of tailored exact methods have teegloped for ALB problems. The most
well known ones are based Bynamic ProgrammingDP) andBranch & BoundB&B). In the
next subsections we present two such algorithmalternative 1, i.e. where the cycle time is
given and the number of stations has to be minithize

Jackson Algorithm (Dynamic Programming, Decision Tree)

This was the first and simplest exact method thes specially designed for ALB problems.
Later improved algorithms have been suggestedieuidminance rules are still of general
relevance.

Construction of a Decision Tree
The individual stations of the assembly-line aresidered one by one.

In thefirst stageone generates all possibilities for the allocatibthe first station, where one
considers onlynaximal stationgi.e. no additional operations can be added). Eleoe obtains
a number of different states, which are describethé operations already assigned to station 1.

Step from stage k-1 to stage k:
The state in stagel represents all operations already assignedtmss 1 tck-1 (not onlyk).

In stage k, for each such state in stage k-1, omed all maximal stations k and obtains the
corresponding states in stage

As soon as a state is reached where all operdtimvesbeen assigned, the optimal solution is
reached and is the minimal number of stations.

As usual in DP, the allocations of the individu@t®ns can be determined by backtracking.

The problem can also be considered as a shortidsppzblem with nodes being the states and
the edges representing the allocations of theosistiThe starting node is the empty set and the
terminal node represents the situation where atatpns are assigned.

Jackson Algorithm

Given:
c ... cycle time
A ={1, ... ,n} ... setof all operations with
t; ... durationg; < c;

Precedence graph (i.e. set of all immediate pres$ecsV(j) or successons(j))

Notation used:
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k ... Stage (station number)

Zy ... State in stage k; set of all operations lizate already been assigned in
stages/stations 1 tel, i.e.. 4 O A

L1 ... list of all states in stage k-1

L ... list of states in stage k

& ... set of possible alternative assignments tiostl

S ... current assignment to statikm stagek

Start: Lyi=<{}]; (empty set - nothing assigned)yet
Iterationk =1, 2, ... :
L:=<]; ... (start with an empty statign
while L; # <] do (as long as not all states of stage k-1 have beanidered
begin
choose and remove the first elemepi 8f L;:

construct the sef of all possible allocations of statién

Ex:={Sc|(S O A= z4) 0(0jOS, gilt () 0(Z-, O sk))D[Z t < % :

=

(i.e. all subsets of the set of not yet assignedadipas A - £, such that all
predecessors are already assigraditotal workload does not exceed cycle jime

eliminate non maximal assignments: dofninance ruld)

=€, \{sk\(ms( O, mit § O iﬁ)}
while & #{} do (add the new stations k to the states inLgt
begin

select and remove an elemeptoBthe set&;

Zv:= 210 (add S to the previous state.d)
add 4 to list Ly;
if Zx = Athen beginm: = k; stopend; (all operations assigned
end;
end;
L =Ly

Result: optimal assignment witin stations found.
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Example: c =4 A possible decision tree is indicated below.
precedence graph The columns represent the stages,

) the nodes correspond to the possible states,
the arrows correspond to the possible station atlioes,
3 0 P P
3

0 The numbers in the nodes indicate a possible seguerwhich
2 e these states are generated (sequence is arbitithry & stage).

If the operations are considered in sequence 1,
2, 3, 4, and 5 the following optimal solution is
obtained:

If the operations are considered in the opposite
sequence (5, 4, 3, 2, 1), one obtains the
following decision tree with the first optimal
solution on node 9,

i.e. it depends on the sequence when the

optimal solution is found in the last stage. The
states in the previous stages are however not
affected by the sequence. 1

Station

Dominance rules
Clearly, the decision tree can become very largage of many operations.

Hence, one tries to reduce the size of the tradelgting some of the branches as soon as
possible.

Since (usually) just one optimal solution is regqdirall sates and stations cen be ignored that are
dominated by some other station with the sameisggstateZy.;.

A state or station is dominated by another oneafformer cannot lead to a better solution than
the latter.

The first dominance rule we have already considerelde algorithm:

Dominance rule 1:station assignmenfSvith starting stat&,.; is dominated by station
assignment Swith the same starting state, if S Sk.
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Example:In the above example in stage 2 the station assgts 3= {2} and S = {4} are
dominated by $= {2, 4}.

For the next dominance rules we need the followdefinition:
Fur weitere Dominanzregeln definieren wir Nachfolgengen von Knotenmengen J wie folgt:

N(J)= U N(j)—J ... set of all immediate successorabfoperations in sel.
j[HN;

With this, we can formulate:

Dominance rule 2:station assignmenfSvith starting stat&,.; is dominated by station
assignment §with the same starting state, if the followingdmsol
Dt D, andN(J3,) 0 N(J,)
j0J, j0g,
where
Ji=&- Sk and J= Sk - &

Because of the first condition, statioR 84s more workload assigned (less idle time).

The second condition guarantees that all operatltatsdepend om &lso depend ornpJThis
means, that all successors pade only available, if all operations inahd J have been
assigned.

Choosing station assignment B'stead of $leads to a station that has not more idle time and
represents not more restrictions for the plannmthé subsequent stages.

The application of this rule can be time consumkignce, it is sometimes only applied in case
of
|l =13]=1.

It is possible that two station assignments doreireaich other. In this case one of them can be
dropped while the other must be kept.

Example above:Because of dominance rule 2 station
S; ={2} is dominated by $'= {1} in stage 1, since

* S’ has more workload assigned (less idle time) than
S, b<t and
* N(S:-S1) =N({2}) = {3}
N(S1-S) = N({1}) = {3, 4},
i.e. N(S-S1) ON(SL-S)
Hence the partial tree starting in node 1 can ineighted. 1 ) 3

In the same way, in stage 2 and=Z{2} the possible Station
station assignment,$ {4, 5} is dominated by $= {2, 4}.
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Remark: The following example shows, that conditiNfJ;) [ N(Jz) is actually needed and that
a better workload alone doeet guarantee dominance:

Although t > t; and { = t3, the stations S= {2}
Example: ¢ =40 and § = {3} are notdominated by $= {1}.
30 30 This is because, ¥ {2} and J = {1} so that
N(Jy) = {5} is not contained irN(J,) = {4}.
2 10 10 10 The optimal solution is
={2},S,={3,5}, Ss={1,6}, 4 ={4, 7
e@@@ $1={2), 5= (3,5}, = {1, 6}, 4= {4, 7}

It is only reached if 5= {2} is chosen in the first
stage. All other states in stage 1 yield a solution
with 5 stations.

The next dominance rule extends dominance rulerh $tage k(operations assigned in stdge
to state k(set of all operations assigned in stagesK):to

Dominance rule 3:A stateZ is dominated by statéy in the same stade if Zx [0 Z'.

Example: In the above example
state 3 represents the (assigned) operations {1,2}
while state 5 represents operations {1, 2, 4}.

Because of {1, 2}1{1, 2, 4} state 3 is dominated
by state 5.

If with 2 stations already operations 1, 2, and 4
can be assigned, then it makes no sense to keep a
state where with 2 stations only operations 1 and

2 are assigned.

States 6 und 8 are identical, because they both Station
represent the operations {1, 2, 4, 5}. One of them
could be deleted.

The next dominance rule extends dominance ruler $tage k(operations assigned in stdge
to state k(set of all operations assigned in stagesK):to

Dominance rule 4:A stateZ is dominated by staté&\, if for J; = Z- Z'x andJ, = Z'x - Z holds:

Doty < ot andN(I,)ON(,)

ind, i,
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Example: In the above example states 7 and 8
dominate each other and one of them could be
deleted.

Station

Rules 2 and 4 can be quite time consuming andibtislways clear whether they lead to a
reduction in computation time.

Pinto Heuristic

As already mentioned, the ALB problem can be careid as a shortest path problem. We have
seen that the complete graph need not be devekipeel one can stop as soon as in one node all
operations have been assigned, and also becapsenirig the tree by dominance rules.

However, the graph/tree will still be very largénefefore a heuristic has been developed that is
based on this shortest path problem but only censid subgraph (at the cost of loosing the
guarantee of optimality).

Heuristic by Pinto

1. Find some good (and feasible w.r.t. precedencerorgls of the operations using e.g.
different priority rules

2. For each of these orderings (permutations).(. ,jn) of operations, define nodes (states)
ZO = {}’ {j|}1 {j|!j2}1 ,Zend: {j|l ;jn}-

3. Draw an arrow from nod&to Z' if Z' - Z represents a feasible assignment daam in

the sense that cycle time is not exceed@:tj <c
j0z-z

4. In the resulting graph find the shortest path f@y® {} to Zena= {ji, ... ,jn}-

Often this heuristic finds improved solutions comgubto the application of simple priority rules.
However there i®i0 guarantee that the optimal solution is found.

Example: Reconsider the above exampled choose the two orderings (2, 1, 4, 5, 3) and
(1, 4,5, 2, 3). With ¢c = 4 one obtains the follagigraph:
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The shortest path (minimum number of arrows) issshim bold. By coincidence the optimal
solution is reached.

The B&B algorithm by Johnson von (FABLE)

The above DP algorithm can be considered a "bréaétrch in the sense that all nodes in a
certain stage are considered, before proceeditigetnext stage. This way, the first feasible
(complete) solution is already the optimal onehé algorithm is stopped because of time
restrictions no feasible solution is available.

The B&B algorithm by Johnson tries to search theesponding tree in the sense of "depth”
search by trying to reach leaves of the search(t@aplete solution) soon. It is also known as
FABLE (Fast Algorithm for Balancing Lines Effectige

Like in all B&B algorithms it is important to kegpe tree small by appropriate pruning. In
addition to the above dominance rules, also boanelsised.

First we describe the branching process, and tleewil discuss the different ways of pruning
the tree.

Branching Process
In the starting node 0 no operations have beegrasgdiyet.

In each iteration an additional operation is assiyfor in a backtracking step an operation is
removed).

A new station is opened whenever no further opamatan be assigned to the previous one
(because of cycle time and precedence). Hencegaia anly consider maximal stations
(compare dominance rule 1)

In B&B, there are always 2 possibilities last bo\ftiee last node is extended) or best bound (the
most promising node is extended). Here the lash@pproach is chosen, i.e. in a kind of LIFO-
strategy always the last generated subset is ige¢st further.

In order to obtain a good first solution, the opiers are ordered according to some priority
rules. In FABLE, the sorting is done (considerimggedence relations) by the rules:

1. sort according to decreasing operation titn@se. allocate long operations first)
2. in case of a tie, use decreasing number of inateeduccessors

3. in case there is still a tie choose randomly
The graph on the left is the precedence graph.

Example: Q @ The nodes are the operations.
Cycle time c = 4 c This gives the ordering (1, 2, 3, 4, 5):
2

g The first two candidates (ready to be assigned)
are 1 and 2. Because of rule 1 we select 1.

Then we could assign 2 or 4. Rules 1 and 2 do
not help, so we select 2 by rule 3, etc.

The algorithm starts like a normal priority rule timed, i.e. the operations are assigned in the
selected ordering. If some operation cannot bgasdianymore to a station, because the cycle
time is exceeded, on tries to insert the next djwgrsin the list.

© Produktion und Logistik



Hartl, Gansterer Layout and Design 76

First, station 1 is built as {1}. No other operatio
Station 1 Station 2 Station 3 can be assigned anymore.

/';1)_4_,{;%\)_3_ (1)-2(5) In the next station we first insert operation 2.
| 2. - \"; g > Then only 4 is ready to be assigned (3 would not
/‘( D) | fit!). So station 2 is completed.
L/ : Finally 3 and 5 enter station 3.
0)/ We have found a "leaf" of the B&B tree:
Feasible solution (3 stations): {1}, {2, 4}, {3, 5}

Station 1 Station 2 Station 3 If we would use just a priority rule, we were

o happy now and would stop (or add an
a4 5 =
v 2= '@2 ’\‘U =5(5) improvement heuristic).

l) 5 (r) In an exac_:t me_:th(_)d we must check all alternative
\ ; solutions in principle. Hence, one has to perform
/ backtracking. We have to go back in the tree to
find the last "crossroad" where not all directions
& \ /alternatives have been investigated yet.
55 \\
2 b

/gz

On the left we see all these "branching"
opportunities.

We go back to node 3, where instead of choosingatipa 3 (by the heuristic rule) we could
have also chosen operation 5.

By starting station 3 with node 5, the next setetivould be node 3 and we would obtain the
same station {3, 5}. In FABLE, this duplicate effes avoided by permitting only increasing
operation numbers within a station. l.e. afterfgration 3 cannot be assigned anymore to the
same station. Hence we do not consider node 6uathef, but proceed by further backtracking.

The next branching opportunity is in node 1 whestaad of operation 2 one could also have
chosen operation 4.

Station 1 Station 2 Station 3 Station 4~ Again, in order to avoid double
; ne ’(\ consideration of the station
{1 ’k configuration {2, 4}, operation 2 after
: 4 i operation 4 in station 2 is not
@ considered - within a station

5 /_\ 5 L4 operations are only added with
- —{8)— —"(ED——F( 10)  increasing numbers. Hence, the only
' ‘ possibility for station 2 is {4, 5}.

Then this station is maximal and one proceedsatiiost 3. The only possibility here is {3}.

Station 4 then contains only operation 3. Howeakeady before (at node 9) one could have
stopped, since it was clear that this branch léadsore than 3 stations and already one solution
with 3 stations is known. Hence this branch cameed to anoptimal solution and backtracking
could be started already in node 9 without consitrgaiode 10.
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In fact, already in node 8 one could start backiray; since it is clear that one needs at least 3
stations in this branch and - as mentioned - ajreaé solution with 3 stations is known. This
branch cannot lead to an improvement.

Station 1 Station 2 Stalion 3 Station 4 Finally, backtracking to the first
N4 N3N "crossroads" one reaches branching
‘ 2/x\f‘-/ " 32 & =y O node O and chooses operation 2 as
(T/ | \4@ | the first one. This complete the
qu) \\ 7 O : maximal station 1 as {2}.
P4
i 3 .
~ Q ) i ——>(5D < »(10) In the next step the only maximal
I i station is {1}.
2\\‘ | : ; 3 '/” “»(10)"»(15)  |n node 12 one has again 2 possible
A1 : operations to be chosen, 3 and 4. We
' ; n t@ﬁ B 17) +(18 start with the lower index, i.e.

operation 3. Station {3} is maximal.

In node 13 or even in node 12 one could have ajrstgbped, since it is clear that no solution
with less than 3 stations will be found. All braesthave been investigated and the algorithm
stops.

The solution {1}, {2, 4}, {3, 5} with 3 stations i®ptimal.

For didactical reasons, in the above graph alsbithieching after node 12 is shown, even if it is
not necessary.

Algorithmic Description of the Branching Process

Given: cycle time c; n operations with durations t (j = 1,...,n); precedence graph; ordering of
operations according to priority rule (an arrow caiy lead from a node to another node with a
higher index number).

Notation used:
k current station number
p number of already assigned operations
A[l..p] operations that are ready to be assigmedtége p of the B&B tree)
C[1..k] idle time of the current station |I,...,k

| al last operation considered: positive a means thasébeen added; negative a means
that| a| was removed in the last backtracking step

K Set of operations, that are candidates to bgmesdiin the current station (observing
precedence in this station)

An operation isready to be assigned j has not yet been assigned, all predecessors leave b
assigned, and its duration does not exceed thememgaycle time in the currents station.

Algorithm \

Start: k:=1;C[l]:=c; p:=0; K:={l} (Arbeitsgang 1 wird alsrster eingeplant)

Iteration:
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repeat

if K # @ then

begina := min { 0 K}; assign operatiormend
else ifa < Oor an operation can be assigrihdn

eliminate operatio\[p]

else

begink: =k + 1;C[k]: = c; a: = Oend;
K:={j | jcan be assignedj > |al }

until p=0and K = ¢,

Result: The best found solution is optimal.

In this algorithm we use:

Procedure: eliminate operation A[p];

begin
if C[k]=cthenk: =k-1,;
a:= -Alp];
C[K]: =C[K] + tap; p:=p-1
end;

(candidates for assignment in stati)

(step forward)

(backtracking step)

(open new station)
(set of candidates for statidd)

(no more branching possible?)

(delete empty station)

(from the current ststion delete

that operation that was added last)
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Procedure: assign operation a;

begin

p: = p+l; Alp]: = &;C [K] := C[K] - tapy;

if p=nthen

beginnew feasible solution found; save it if it is therently best one;

eliminate operation A[p]

end,

end
2

Above 3 9 @ We illustrate some steps :
example: O
Cycle time c = 2 '
4

Station 1 Station 2 Station 3 Station 4
) 'Q
@( “*m
/ 2 NE
o | O A

N L e
( il> e gl I.)} -
| NG -—>O »(19)

Start: k:=1;C[l] :=4; K:={1}

It. 1: a = 1; assign operation 1 (node 1); K@=

It. 2: no operation can be assignegen station k = 2K := {2,4}

It. 3: a := 2; assign operation 2 (node 2); K := {4}

It. 4: a := 4; assign operation 4 (node 3); Kg.=

It. 5: no operation can be assigneggen station k = 3K :={3,5}

It. 6: a := 3; assign operation 3 (node 4); K := {5}

It. 7: a := b; assign operation 5 (node feasible solution with 3 stations:

={1}, S»: {2,4}; S3 = {3,5}; save; eliminate operation 5;
a := -5 (back to node 4); K @
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It. 8: a < 0; eliminate operation 3; a := 3 (back to n8g«K := {5}
It. 9: a := 5; assign operation 5 (node 6); Kg.=

It. 10.  operation 3 can be assigned; eliminate operati@n5 -5 (back to node 3); K @
(although 3 could be assigned, we do backtraclsimge combination {3,5} in
station 3 was already considered)

It. 11:  operations 3 and 5 could be assigned; eliminatdop := -4 (back to node 2); K ¢
It. 12:  operation 4 can be assigned; eliminate operati@n:2 -2 (back to node 1); K := {4}
It. 13:  a:=4; assign operation 4 (node 7); K := {5}

It. 14:  a: =5; assign operation 5 (node 8); Kp:=

It. 15:  no operation can be assignegen station k = 3K := {2}

It. 16:  a:=2; assign operation 2 (node 9); Kp:=

It. 17:  no operation can be assignegen station 4K := {3}

It. 18: a:= 3; assign operation 3 (node 1f@gsible solution with 4 stations: S1 = {1};
S, = {4,5}; S = {2}; S, = {3}; eliminate operation 3; a := -3 (back to node 9)=K
¢

etc.

Fathoming of subproblems/branches in FABLE:

It is important to find ways to remove (deletehfan) as many branches of the B&B tree in
order to speed up the process. For that, one @adaminance rules (just like in DP) as well as
bounds on the objective.

Here, we us®ominance Rules 1 and Rominance rule 1 (maximal stations) is impligiteked
in the algorithm; rule 2 must be slighty reformethtompared to FABLE.

Dominance Rule 2':A node of the tree can be deleted, if for theenfrmaximal station,S
holds::
There exists an operation’hS, and an operation j that has not yet been assigumeiu
thatN(h) O N() and <t and C[k]- tj+ t, = 0.
If th = t andN(h) = N(j) gilt, also j > h is required.

In the example node 8 is dominated by node 3, sl station 2 has more workload assgned
andN(5) O N(2) gilt.

Also node 11 is dominated by node 1.

Dominance Rule 2" can be applied in 2 steps. Iregopocessing step (before branching) all pairs
if operations (h, j) are stored, that satisfy tiset two conditions (potential dominance).

Just before opening a new station one checks @r eperation h whether it is dominated by
another operation[jl K that is ready to be assigned. In this case eteléhe node and start
backtracking..

FABLE uses two more dominance rules:
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First Station Dominance Rule:If the current maximal station is a subset of (famitical to) an
alternative for station 1 that has already beersitooted and stored , then this node can
be deleted.

Example: node 12 can be deleted because of node 1.

FABLE also uses someabelling Dominance Rule which we do not present here.

The use of Bounds:

Nodes can also be deleted, if lower bounds foreh@aining number of stations indicate that the
currently best solution cannot be improved in treanch.

With J denoting the set of operations that haveyabbeen assigned (in Fable: J = A):

LB,(J)=>t;/c
j0J
w100 DJ‘tj :3}
2 2] .

LB, (J):= {j Ditj >E}
2

2| 21f. 2 1 1)

tj>§ }+§[~3{j DJ‘tJ _EC} +:—3[~3{j LI —:—%c},

Clearly, only an integer number of station makeseeHence tha above bounds can be rounded
up to the next integer.

1 1
+—=[j0d
2[HJ

Lot <2c
3 I3

LB4(J):= {j 0J

* LB3(J) corresponds to the minimum number of statiopg from the beginning of Chapter 4.

* LB3(J) counts operations with durations exceeding dfalfie cycle time. Out of these only
one can be in a station since two would not fite@gions with duration c/2 need exactly half
a station, so that two such operations can bestataon. All shorter operations are ignored.

* LB3(J) is a generalization of L.BJ) to thirds of the cycle time.

Example from the very beqginning of thios
chapter: =6 10 1

Cycle time now ¢ = 10.

We compute bounds LBA) to LB3(A) fort he L=9 4
=

artificial node R (before 1 und 2):
| @—®
LB;(A) = 55/10 = 5.5 sincet; = 55.
Rounding up, we get LiBA) = 6 and
LB,(A)={{1.2,81)+3 {4} =45 LB,(A) = LB3(A) = 5. Hence we need at least 6
LB,(A)=H2,8,1}+11{1,3,49 =5 stations.

Extensions for mixed model assembly

There exists versions of the DP and of the B&B atgm for mixed model assembly.

The idea is to compute ALL optimal solutions (withnimal number of stations). Out of these
the ones where the workload is distributed besfl{febmopoulos) is chosen.
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In order to find all optimal solutions (not juste)rall nodes that can also lead to a solution with
the same number of stations must be kept. Abovenkekept those where an improvement was
possible. Hence the tree becomes larger and thputation times will increase.
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